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Abstract

Life expectancy is rising, and together with this increase, the world's elderly population has grown
rapidly. However, the population of caregivers does not increase at a similar rate, leading to an
increased need in developing solutions that will assist the older adults. One solution is the use of
Assistive Robots (ARs) to meet the needs of these older adults. The development of assistive
robots for the elderly and their impact is the domain of the interrogee around the world, but
many challenges remain and call for further research. It isimportant to understand in depth what
makes the interaction between the robot and the elderly successful, to achieve a robot that offers
a natural, ethical, safe and effective approach.

This research examined the interaction between assistive robots and the non-technological
population, focusing on older adults and caregivers. Creating a successful interaction is a
challenging task. To achieve this, robots must be able to communicate naturally with humans
both verbally and nonverbally. One of the most important factors in human-robot interaction is
feedback. In this thesis, the influence of feedback for different aspects that influence task
performance was evaluated in user experiments: levels of automation, levels of transparency,
levels of information and location of the secondary task. The experiments were performed in a
series in which conclusions from one experiment served as inputs for the design of the
subsequent experiment.

The first part of the research examined robot assistance to the elderly population in their home
environment. This preliminary experiment served as a case study to explore different influencing
factors with fourteen older participants (8 Females, 6 Males), aged 62- 86 (mean 69.8, std 4.48).
A KUKA LBR iiwa 14 R820, 7 degrees of freedom robotic arm equipped with a pneumatic gripper
was programmed in a table-setting task performed jointly by an older adult and the robot with
two levels of automation (LOA) and two levels of transparency (LOT) conditions. This study
explored how LOA and LOT influences the quality of interaction (Qol). The Qol is a construct
which entails the fluency, understanding, engagement and comfortability during the interaction.

In the second part, we continued to examine robotic assistance to the elderly population in the
home environment. For this purpose, we used the same system as in the case study experiment,
while adding changes and upgrades depending on the feedback modalities employed. This study
examined the effect of different feedback modalities in a table setting robot assistant for elder
care. 21 older adults (13 males, 8 female) aged 70-86 (mean 74, std 4.12) participated in the
study. Two different feedback modalities (visual and auditory) and their combination were
evaluated for three levels of information (LOI). The visual feedback included the use of LEDs and
a GUI screen. The auditory feedback included alerts (beeps) and verbal commands.

In the third part, the examination of feedback modalities on adults' daily environment was
continued, while changing the robotic platform and the examined task. Originally, a mobile robot,
Keylo! (WYCA robotics) was programmed to assist the adult in a shopping task in a supermarket
environment. Due to the COVID-19 disease that entered the world and the need to preserve and
isolate the elderly population the design of the experiment was changed. The experiment was

1 WYCA robotics website: https://www.wyca-robotics.com/
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focused to examine the interface for caregivers, another kind of non-technological users.
Moreover, the experimental environment changed to a more challenging and relevant
environment, hospital environment. This experiment simulated a hospital environment in which
a caregiver (participant) delivers medication with other supplies to the patient and receives
samples from the patient. Due to closures because of COVID experiments were performed with
40 students (27 females, 13 males) at Ben-Gurion University as participants for the role of the
caregiver (mean age 26.5 years, std 1.11). This research investigated two of feedback modalities
for the tele-operator to determine the most suitable for remote tele-robotic assistance in a
telenursing task with secondary tasks. Additionally, we investigated if the location of the
secondary task influences the collaboration between the robot and the operator. Two different
feedback modalities (visual and auditory) and their combination were evaluated with two
locations of the operator's secondary task. The interaction was measured in terms of objective
performance (efficiency, effectiveness and understanding) and user perception (satisfaction,
perceived workload and usability).

A main conclusion from all three experiments refers to the positive impact of audio feedback on
the quality of the interaction between the user and the robot, regardless of the environment and
the population being tested. Moreover, the combination of verbal commands with visual
feedback was found to be most effective. The use of an intercensal combination of feedback
integrated and intensified the benefits of each feedback modality. The use of this feedback
contributed positively for using the robot in such a complex task and to a population whose
capabilities are non-homogeneous. Moreover, the feedback should contain a low amount of
information in order to avoid clutter and confusion among the participants, especially when it
comes to the elderly population. Several more guidelines have been provided for interactive
feedback as related to the specific investigated variables. The high LOA yielded best performance
for the older population. Accordingly, the LOT is set at the low level in order to avoid clutter and
confusion among the participants. Also, the recommended level of information (LOI) provided
the information just at important points along the robot’s path to reduce the cognitive workload
of the operator. The location of the secondary task did not result in significant differences, but it
may be interesting to see if a more complex secondary task would make a difference in these
different locations.

This study presents the importance of feedback designs in improving the interaction of older
adults with assistive robots. Reliable use of feedback will increase confidence in the robotic
system even in a population that is not used to the technology. Improving feedback design will
lead to improved interaction and ensure that assistive robots will eventually become viable tools
that add value to their everyday lives.

Keywords: assistive robots, tele-robotic assistance, HRI, feedback, feedback modalities, tele-
robotic assistance, secondary task, older adults, elder care, social assistive robots.
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1. Introduction

Population aging is expected to be the most significant demographic change of the 21st century,
with implications for almost all society sectors. According to the United Nations, the population
of people aged over 60 will double by 2050, reaching a percentage high of 22% of the entire world
population (2.1 billion, United Nations, 2017; Bolarinwa, 2019). Since the caregiver population
does not increase at a similar rate, there is an increasing need to develop solutions to assist the
older adults. A promising solution is the development of assistive robots (Broekens, 2009;
Shishehgar, 2019).

This research focuses on the interaction between assistive robots developed for older adults and
caregiver users who are not technologically oriented.

1.1 Problem description

Socially assistive robots

Assistive robots are robots that are intended to perform tasks normally done by humans in an
environment in which humans work as well (van Osch et al.,, 2014). However, they are not
required to accomplish these tasks in the same way as humans do and do not need to look like a
human being (van Osch et al., 2014). Social robots are designed to interact with people naturally
in order to achieve positive results in a variety of applications such as education, health, quality
of life, entertainment, communication and tasks that require teamwork (Conti et al., 2020; Cai¢
et al., 2019; Shishehgar, 2019).

A socially assistive robot (SAR) blends the functions and characteristics of both assistive and social
robots (Pfeil-Seifer & Mataric, 2005), helping humans (as assistive robots) through social
intelligence (as social robots). A social assistive robot differs from a social robot and a robot for
entertainment whose job is to provide simple interaction. In contrast, a social assistance robot is
required to support the users' daily activities (Pu, 2019). Designing such a robot raises many
challenges due to the many requirements that must be considered, depending on the person
using the robot.

The long-term goal of developing social robots that will serve as partners for humans is quite
challenging. To do this, robots must be able to communicate naturally with humans both verbally
and nonverbally (Breazeal et al., 2016). Examples of social robot applications include
conversational robots (Sabelli et al., 2011), companionship robots (Breazeal & Scassellati, 2000),
pets (Wada & Shibata, 2007), therapeutic aids (Dautenhahn, 2003), and toys (Fong et al., 2015).
Socially assistive robots (SARs) are viewed as a possible solution to bridge the elder care gap and
are expected to assist the older adults in three types of activities (Tang et al., 2015): activities of
daily living (ADLs), instrumental activities of daily living (IADLs), and enhanced activities of daily
living (EADLs). ADLs are basic self-maintenance tasks such as dressing, feeding and bathing. IADLs



are tasks that are not mandatory for fundamental functioning but essential for independent living
and interaction with the environment. They include activities like housekeeping, shopping and
compliance with prescribed medication. EADLs are activities that facilitate participation in social
and enriching activities such as leisure time activities, pursuing hobbies, and learning new skills
(McColl et al., 2013; Smarr et al., 2012, 2014a). This thesis focuses on an assistive robot for a daily
living activity (ADL).

Tele-operated robots

A tele-robot is a robot that is controlled by a human being (an operator) from a distance and
performs tasks and/or services as if the operator was on the spot (Sheridan, 1992; van Osch et
al., 2014). Tele-robots offer obvious benefits in terms of assisting the healthcare system (Tavakoli
et al., 2020), and in performing many operations for a caregiver as pre-diagnosis, food delivery
or monitoring. The ability to remotely perform a variety of tasks through robots contribute to
workload reduction in hospitals supporting staff by performing various assistive functions
(Aymerich-Franch, 2020).

For remote operators to effectively control the robot, they must be aware of a range of
information about the local environment, including the position of the robot and objects to be
manipulated in the task space, as well as the well-being of the person being assisted (Bolarinwa
et al., 2019). Accordingly, this study focused on providing information via feedback.

Interaction for elderly population

Social robots have the potential to assist older adults and make them more independent leading
to their improved lifestyle. Many studies have examined how a robot can provide for the social
and emotional needs of the elderly, including depression and increasing social interaction with
people (Shishehgar et al., 2018; Conti et al., 2020). To achieve a robot that offers a natural,
ethical, safe and effective interaction, it is important to understand what makes the interaction
between the robot and the elderly successful (Nimrod & Zafrani, 2018; Shishehgar, 2019).

The older person has perceptual abilities distinct from those of the younger population
particularly evident in processing information (Beer et al., 2012). Moreover, what makes the
older adult population such a unique group is that declines in abilities related to aging are not
homogeneous (Nimrod & Zafrani, 2018). Therefore, the correct choice of interfaces between the
assisting environment and the user is of high importance (Broekens et al., 2009; Conti et al.,
2020). Older adults’ interaction with robots requires effective feedback to keep them aware of
the state of the interaction for optimum interaction quality (Beer et al., 2012; Olatunji, 2018). A
reliable design should meet the needs and preferences of the older adults while keeping them
informed of the robot’s actions, capabilities and limitations (Mirning et al., 2011).



Levels of automation and transparency

The different levels at which a human operator can control an automatic process are defined and
classified as levels of automation (LOA, Gonzalez et al., 2012; Hart et al., 1988; Kaber et al., 2013).
LOA is used to describe the functions the robot will perform and at what level of assistance to
the user (Kaber, 2018). Designing LOA to fit the demands of the older adults in SAR operations is
an important element of the interaction (Vagia et al., 2016). In order for such robots to be
operated efficiently and effectively by non-technical users, it is important to examine if and how
increasing the robotic system’s level of automation (LOA) impacts their performance (Olatunji,
et al., 2019). To ensure transparency of the robot’s role at all times the LOA implementation is
reflected in the ways through which the users interact with the robots.

The level of transparency (LOT), is defined as the degree of information provided to the user to
aid the understanding of the state, reasoning process and future system plans (Feingold Polak et
al., 2018). The information presented by the robot should conform with the perceptual and
cognitive peculiarities of the older adults (Mitzner et al., 2015; Rogers et al., 2017; Eizicovits et
al., 2018; Polak et al., 2018) and relate to the environment, task, and robot (Lyons, 2013). Too
little information may not be sufficient to ensure reliable interaction with the robot (Doisy et al.,
2014), whereas too much information could cause confusion and error (Lyons, 2013; En et al.,
2011).

Robot feedback

Successful interaction requires communication between the human and the robot which
generally involves sending and receiving of information to achieve specific goals (Doran et al.,
2012). Communicative actions when presented in the most comprehensible form promote
understanding which aids a successful interaction of the user with the robot (Balfe et al., 2018;
Hellstrom, 2018; Olatunji et al., 2018). The communicative actions from the robot to the user,
herein referred to as feedback, are the presentation of information by the robot to the user.
actions. The content of the feedback information provided is an essential influencing factor for
successful interaction between humans and robots (Mirnig, 2014). Feedback from the robot can
help humans to evaluate the robot’s internal state and its overall goals (Agrawal et al., 2018).
Existing studies reveal that the information presented to the user significantly influences his / her
comprehension of the robot’s behavior, performance and limitations of the robot (Dubberly,
2009), influencing interaction quality (Nimrod & Zafrani, 2018). How the robot communicates is
also a crucial component of the interaction in relation to what information is being
communicated (Wortham et al.,2017; Fong et al., 2001; Eliav et al., 2011). The feedback can be
provided in different modalities including visual feedback (Ferris, 2008; Céspedes et al., 2020),
verbal feedback (Dzindolet et al., 2003; Shishehgar, 2019; Céspedes et al., 2020), and tactile
devices (Dzindolet et al., 2003; Khoramshahi et al., 2020). Visual indicators may provide feedback
and information in different ways (Baraka, 2018). The most common is using a screen to display



information (Mirnig, 2014) and the use of lights (Baraka, 2018; Gombolay, 2017). Visual feedback
is one of the most popular feedback modalities since it is considered a natural communication
channel (Perrin et al., 2008). Auditory feedback concerns the use of sound to communicate
information to the user about the state of the robot (Rosati et al., 2013). The sounds may include
warning noises or verbal commands (Kuffner, 2018). The audial feedback has great potential,
but in many cases, its potential is not fully utilized (Rosati et al., 2013). Combinations of these
modalities, multimodal feedback, may enhance user interactions (Jacko et al., 2003; Bolarinwa
et al.,, 2019). Multimodal interfaces can increase the quantity and quality of information
conveyed (Mc Gee et al.,2000). Creating this combination is the main challenge in human-robot
interaction (Sarter, 2006). It is important to find the balance point where the amount of
information that the person receives contributes to and does not interfere.

Secondary task

The caregivers usually have multiple tasks to perform in a short time (both in a hospital
environment and in a home environment). Hence, to ensure the the collaboration with the robot
improves their work, they must perform tasks in parallel with the robot work.

The definition of the task refers to many different factors such as task complexity, the distance
between subtasks, and the time required to complete subtasks (Nagy et al., 2019). The location
of the operator's additional (secondary) tasks is an important factor (Baumann et al., 2007). Many
studies in the driving field have shown that the display position of the secondary task greatly
affects the performance (Lee, 2019; Baumann et al., 2007). The location of both the secondary
task and the main task has influence (Katsuyama, 1989). The right location of the task reduces
the effort of the participant and even decreases the number of errors (Wittmann et al., 2006).

1.2 Research objectives

The objective of this research is to enhance human-robot interaction by evaluating influence of
feedback for different aspects (Figure 1), focusing on older adults and non-technological
populations. To this end, we examined several cases in which the task, the robotic platform and
the users were different. Two systems were designed and developed according to the
requirements of the task and the population. The specific objectives were to:

1. Develop two assistive robotics systems for non-technological users.

2. Design the content of the feedback and its timing to motivate the users.

3. Identify the mode of feedback that will improve user’s interaction with the system.



Level of

automation-
The division between
the robot and the user.

Assistive Robots

Level of Feedback

Level of

transparency-
What and why

information- modalities-
Information’s Visual, Audio,
complexity Combined

Figure 1. Tested parameters influencing the human-robot interaction with assistive robots

1.3 Thesis structure

This thesis begins with a general introduction on assistive robots and different interaction aspects
focusing on older adults and non-technological users (chapter 1.1). The overall research
methodology is depicted in chapter 2. The research includes three separate parts that correspond
to the three experiments that evaluate influence of feedback for different aspects that influence
task performance: levels of automation and transparency (case study, appendix A), levels of
information (study 1, chapter 3) and levels of information and secondary task location (study 2,
chapter 4). Each chapter includes a focused literature review and details the experimental and
analysis methods and results. Overall conclusions and future research are discussed in chapter 5.



2. Methodology

2.1 Overview

Three experiments were performed to evaluate influence of feedback for different aspects that
influence task performance (Figure 2): levels of automation and transparency (case study,
appendix A), levels of information (study 1, chapter 3) and levels of information and secondary
task location (study 2, chapter 4). The aim was to evaluate all influencing parameters for older
adults however, due to limited access to older adults because of COVID-19 pandemic, study 2
was performed with simulated caregivers. The experiments were performed in a series in which
conclusions from one experiment served as inputs for the design of the subsequent experiment.
Details are provided below in the description of each experiment and in each chapter following.

Case study Study 1 Study 2
Independent Level of Independent I Feedback mode ]— [ Feedback mode ]
variable automation (LOA) variable
Level of Level of Secondary task
transparency (LOT) information (LOI) location
; - Robot platform /A robotic arm \ Teleoperated
Robot plat A robot 5 !
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KUKA p q
- &) >
- Task t Table setting, Telenursing task,
Task type Table setting , asktype a' e € enursmg_ a3
) direct control tele-operation
direct control
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Thesis chapter | Appendix A Thesis chapter Chapter 3 Chapter 4
Publication C1,c3,11 Publication c2 13
Figure 4. Overview description of experiments
Case study

The first part of the research is a preliminary experiment designed to examine robot assistance
to the elderly population in their home environment. This experiment served as a case study to
explore different influencing factors.

In order for such robots to be operated efficiently and effectively by non-technical users, it is
important to examine if and how increasing the robotic system’s level of automation impacts
their performance. (Olatunji, et al., 2019). Recall that the different levels at which a human
operator can control an automatic process are defined and classified as levels of automation
(LOA) (Gonzélez et al., 2012)



The level of transparency (LOT), is defined as the degree of information provided to the user to
aid the understanding of the state, reasoning process and future plans of the system (Feingold
Polak et al., 2018).

A KUKA LBR iiwa 14 R820, 7 degrees of freedom robotic arm equipped with a pneumatic gripper
was programmed in a table-setting task performed jointly by an older adult and the robot with
two LOA and two LOT conditions. This study aimed to explore how LOA and LOT influences the
quality of interaction (Qol). The Qol is a construct which entails the fluency, understanding,
engagement and comfortability during the interaction.

Two LOA conditions were designed as follows:

Low LOA condition. The robot minimally assists the human in acquiring information
related to the task by presenting information through the applicable interface. The robot
also assists in the information processing by providing options through which the task
could be performed. The human must agree to the suggestions before the operation can
continue. The human then solely makes the decision regarding what should be done while
the robot assists in the execution of the actions.

High LOA condition. The robot assists the human in acquiring information regarding
details of the task. This information is fully processed by the robot. All decisions related
to the task are taken only by the robot. The robot executes the decision but can be
interrupted by the human.

The two conditions differed by the purpose of the information provided by the robot; LOT
conditions were set as follows:

Low LOT condition. The low level of information included text messages that specified the
status of the robot by indicating what it was doing (e.g. bringing a plate, putting a fork,
etc.)

High LOT condition. The high level of information included also the reason for this status
(i.e. I'm bringing the plate since you asked me, etc).

During the experiment, many participants noted the fact that the interaction with the robot is
purely visual interferes with them, and the use of voice may improve the interaction. This point
led us to the next stage in the experiment - where we focused on how feedback modalities affect
the collaboration between the adult and the robot.

Based on the conclusions from this experiment, and given the nature of the population, it was
decided to set the LOA at the high level where consistently higher performance was obtained.
Accordingly, the LOT is set at the low level in order to avoid clutter and confusion among the
participants.

Details of this research are presented in Appendix A and in publications C1, C3 and J1.



Study 1

In the second part, we continued to examine robotic assistance to the elderly population in the
home environment. For this purpose, we used the same system as in the case study experiment,
while adding changes and upgrades depending on the feedback modalities employed.

The correct choice of interfaces between the assisting environment and the user is of high
importance (Broekens et al., 2009). Older adults’ interaction with robots requires effective
feedback to keep them aware of the state of the interaction for optimum interaction quality (Beer
et al., 2012). The feedback is the information provided by the robot; the types of feedback were
designed as follows:

Visual. When providing visual feedback, both a graphical user interface (GUI) and LED
lights were used. The GUI was presented on a PC screen, which was located on a desk to
the left of the user, whereas the LED lights were embedded in the robot and were
connected to the system using a Raspberry Pi computer.

Audio. Audial feedback was transmitted to the user through a speaker system connected
to the main computer and included using beep alert and verbal commands.

Combined. Combined feedback was transmitted to the participant through both Visual
and audio.

Another important factor is the level of information (LOI), we define the LOI according to its
complexity. In contrast to LOT where the levels distinct in the purpose of information, the levels
of LOI distinct in the complexity of the information. Each type of feedback was evaluated for
three LOI. The simple level provided feedback through non-continuous alerts, using flashing lights
and beeps. The intermediate level conveyed more information by using the screen and verbal
commands and the complicated level combined the previous two levels together.

The dependent variable was the quality of the interaction which consisted of trust, engagement,
understanding and comfortability measures.

This experiment revealed the preferred type of feedback. Details are provided in Chapter 3 and
included in the C2 publication. The following experiment tested whether using a different kind of
robot and a different task with a different population would lead to similar results and
conclusions.

Study 2

In the third part, the examination of feedback modalities on adults' daily environment was
continued, while changing the robotic platform and the examined task. Originally, a mobile robot,
Keylo (WYCA) was programmed to assist the adult in a shopping task in a supermarket
environment where an adult and a mobile robot will shop for the missing products in the adult's
home. During the mission, the plan was that the robot will provide instructions on which items



need to be collected and their locations. After the participant selects the item, he/she can place
it on the robot and the robot will carry it for the rest of the task.

During this period, the COVID-19 disease entered the world which caused us to redesign the use
case to avoid experiments with the elderly population, who had to be preserved and isolated.
The interface design for assistive robots refers to two kinds of non-technological users - the
elderly population and the caregiver population. Due to the situation, the experiment was
focused to examine on the interface for the caregivers. Moreover, the experimental environment
changed to a more challenging and relevant environment, hospital environment. Social assistive
robots are developing a particularly outstanding role in hospitals supporting staff, where they
contribute to reduce the workload by performing various assistive functions (Aymerich-Franch,
2020). One of these functions is the ability to perform remotely a variety of tasks.

This experiment simulated a hospital environment in which a caregiver (participant) delivers
medication with other supplies to the patient and receives samples from the patient both with a
teleoperated robot to avoid needing to get near the patient for several possible reasons (task
load, risk of infection). The caregiver sends the robot towards the patient to accomplish the main
task while carrying out a secondary task. The robot moves autonomously in space, with the
exception of certain points that requires user involvement before continuing with its task (e.g.,
code for entering a room, elevator). In the secondary task the user answers the questions
according to the relevant information.

Following the previous experiment, in this research, we also examined the type of feedback; the
influence of different feedback types on the interaction between a caregiver and a tele-operated
robot was investigated. The interaction was measured in terms of objective performance
(efficiency, effectiveness and understanding) and user perception (satisfaction, perceived
workload and usability). The caregiver receives feedback from the robot to the control station at
important points along the robot’s path to reduce the cognitive workload of the operator,
according to the findings of Agrawal et al (Agrawal et al., 2018). When receiving the feedback,
the participant must act according to it, so the robot can continue its task.

The types of feedback were designed to match the feedback provided in the previous experiment
and the features of the current robot as follows:

Visual. The visual feedback appeared on the central panel in the form of written
messages. These messages were designed to convey the information clearly and
immediately.

Auditory. Auditory feedback appeared via voice commands. The content of these
commands were the same as the content that appeared in the on-screen messages in the
visual feedback. Voice commands and not alerts (beep) were used according to findings
from a previous experiment (Markfeld et al., 2019) and since the task simulates a noisy
work environment.



Combined. Feedback was transmitted to the participant through both on-screen
messages and voice commands.

The caregivers usually have multiple tasks to perform in a short time (both in a hospital
environment and in a home environment). Thus, they must perform tasks in parallel with the
robot work. Hence, another factor we investigated was the influence of the location of the
secondary task on the collaboration between the robot and the operator.

Two secondary task location designs were as follows:

On the screen. All the data is displayed on the right panel. This includes a table with the
patient's medical information and some questions on these patients.

Combination of screen and desk. The data is divided between the screen and the desk
below. The right panel contains only the questions on the patients and the table with their
information is presented on the desk below on paper.

Details are provided in Chapter 4 and will be included in publication J3 which might be extended
to include an additional experiment (with other users and in another environment).
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3. Study 1

Feedback modalities for a table setting robot assistant for elder care

This research is details of the QISAR extended abstract (publication C2).
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Feedback modalities for a table setting robot assistant for elder care
Noa Markfeld, Samuel Olatunji, Dana Gutman, Shay Givati,
Vardit Sarne-Fleischmann, Yael Edan
Ben-Gurion University of the Negev, Beer-Sheva, Israel

This research is details of the QISAR extended abstract (C2, Markfeld et al., 2019)

Abstract. Older adults' interaction with robots requires effective feedback to keep them aware of the state of the
interaction for optimum interaction quality. This study examines the effect of different feedback modalities in a table
setting robot assistant for elder care. Two different feedback modalities (visual and auditory) and their combination
were evaluated for three complexity levels corresponding to the level of information conveyed. The visual feedback
compared the use of LEDs and a GUI screen. The auditory feed-back included alerts (beeps) and verbal commands. The
results revealed that the quality of interaction was influenced mainly by the feedback modality, and complexity had
less influence. The verbal feedback was significantly preferable and increased the participants’ involvement during the
experiment. The combination of LED lights and verbal commands increased participants' understanding contributing to

the quality of interaction.

Keywords: human-robot interaction, feedback modalities, collaborative robot, assistive robot, older adult

1. Introduction

The world's elderly population is rapidly growing due
to the increase in life expectancy (United Nations,
2017). However, the population of caregivers does
not increase at a similar rate, leading to an increased
need in developing solutions that will assist the older
adults. One solution is the use of Socially Assistive
Robots (SARs) to meet the needs of these older
adults (Broekens, 2009). The development of social
robots for the elderly and their impact is the domain
of the interrogee around the world (Zafrani et al.,
2018; Kamali et al., 1982), but many challenges
remain and call for further research. The older
person has perceptual abilities distinct from those of
the younger population particularly evident in
processing information (Beer et al., 2012).
Moreover, what makes the older adult population
such a unique group is that declines in abilities
related to aging are not homogeneous (Zafrani et al.,
2018). Therefore, the correct choice of interfaces
between the assisting environment and the user is of
high importance (Broekens, 2009). Older adults’
interaction with robots requires effective feedback
to keep them aware of the state of the interaction
for optimum interaction quality (Beer et al., 2012).
The “feedback loop” is an important feature of
interactive systems. It represents the nature of the
interaction between a person and a dynamic system
(Dubberly et al., 2009). Feedback from the robot can
help humans to evaluate the robot’s internal state
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and its overall goals (Agrawal et al., 2018). Existing
studies reveal that the information presented to the
user significantly influences his / her comprehension
of the robot’s behavior, performance and limitations
of the robot (Dubberly et al., 2009), influencing
interaction quality (Zafrani et al., 2018). Additionally,
properly timed feedback encourages natural flow in
the communication among the system elements
(Mirnig et al., 2011). The feedback can be provided
in different modalities (Stadler et al., 2012). Robots
can provide information to the human by tactile
devices (Sarter et al., 2006), verbal feedback
(Kuffner, 2018), and visual feedback (Perrin et al.,
2008). The feedback modality can strongly influence
the interaction quality (Stadler et al., 2012). Visual
indicators may provide feedback and information in
different ways (Baraka et al., 2018). The most
common is using a screen to display information
(Mirnig et al., 2011) and the use of lights (Baraka et
al., 2018; Gombolay et al., 2017). Visual feedback is
one of the most popular feedback modalities since it
is considered a natural communication channel
(Perrin et al., 2008). Auditory feedback concerns the
use of sound to communicate information to the
user about the state of the robot (Rosati et al.,
2013). The sounds may include warning noises or
verbal commands (Kuffner, 2018). The audial
feedback has great potential, but in many cases, its
potential is not fully utilized (Rosati et al., 2013).
Combinations of these modalities in multimodal



feedback, may enhance user interactions (Sarter et
al., 2006) by increasing the quantity and quality of
information conveyed (Mirnig et al., 2011). Creating
the most appropriate type of feedback is a main
challenge in human-robot interaction (Dubberly et
al., 2009).

Another important factor is the level of information
(LOI), we define the LOI according to its complexity.
The levels of LOI distinct in the complexity of the
information. Existing studies recommend that
feedback should be adequate and informative
(Mirnig et al., 2014) to avoid overloading the user
with information. In this research we examine
different forms of information - discrete notifications
(feedback that contains alerts about changes) or
continuous information (feedback contains
information about the state of the system). Studies
show that notifications kept participants high alert
and strengthen the trust in the automation
(Dzindolet et al. 2003; Lee & See 2004). On the other
hand, some claim that long-term notifications cause
fatigue and thus feedback should be sent only at
important points along the robot’s path to reduce
the cognitive workload (Agrawal et al, 2018; Doisy et
al., 2014).

This study evaluates various feedback modalities
that the robot provides to the person when
performing a joint task, focusing on two main
feedback types—visual and auditory. These feedback
types and their combination are evaluated for
different complexity levels (LOI) of the feedback. The
overall goal is to ensure high interaction quality
between the older adult and the robot in
accomplishing the desired task while increasing the
older adult's satisfaction along the collaboration.

2. Methods

2.1 Overview

This study examined older adults’ preferences
among the various types of feedback in collaboration
with a robot in a simple daily task. The task
examined in this study was a table-setting task to be
performed jointly by the participant and the robotic
arm. The task was carried out at a high level of
automation meaning that the participant initiated
the robot on the task start and stopped it when
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needed (when he/she feels a danger or when he/she
thinks the robot is operating incorrectly) while the
rest of the work is performed by the robot
automatically. Each participant experienced one type
of feedback while performing the task at three levels
of complexity in a random order.

2.2 Experimental system

The robot platform.

A KUKA LBR iiwa 14 R820 7 degrees of freedom
robotic arm equipped with a pneumatic gripper was
programmed for a collaborative table setting task
(see in figure 1). The tasks were programmed using
the Python programming language and executed on
the ROS platform (Schaefer, 2015). To instruct the
user and to present the information received by the
robot, different interfaces were used depending on
the type of feedback being tested. When providing
visual feedback, a graphical user interface (GUI) was
used on a PC screen (Figure 1), which was located on
a desk to the left of the user, and LED lights that
were embedded in the robot and interfaced to the
system using a Raspberry Pi computer (Figure 2).
Audial feedback was transmitted to the user through
a speaker system connected to the main computer.

Gripper

Manipulator

Figure 1. Robot platform and setup

User Interfaces.

A user interface was especially designed for the
older adult user; the feedback was designed to
provide minimal information while keeping
informative (Mirnig et al., 2014) to avoid overloading
the user with information (Lyons, 2013). We
examined what level of information (LOI) enhances
the interaction. The levels of LOI distinct in the
complexity of the information. Different forms of
information were examined- discrete notifications
(feedback that contains alerts about changes only) or



continuous information (feedback contains
information about the state of the system). Each
type of feedback was evaluated for three LOI:

The simple level provided feedback through
non-continuous alerts, using flashing lights
and beeps. There was a different
notification for the different robot' actions
(start, on the way toward the object, bring
the object, stop)

The intermediate level conveyed more
information by using both the screen and
verbal commands. These commands include
status information about- starting of the
mission, stopping of the mission, bringing
the object, malfunction/something
unexpected on the way.

The complicated level combined the
previous two levels together.

As aforementioned, the correct choice of interfaces
between the robot and the user is of high
importance (Beer et al., 2012; Broekens et al., 2009)
hence, it is important to identify the most
appropriate feedback the robot should give a person
during a task. The feedback is the information
provided by the robot; the types of feedback
examined were visual, auditory and their
combination:

Visual. When providing visual feedback, a
graphical user interface (GUI) and LED lights
were used. The GUI was presented on a PC
screen, which was located on a desk to the
left of the user, whereas the LED lights were
embedded in the robot and were connected
to the system using a Raspberry Pi
computer.

Audio. Audial feedback was transmitted to
the user through a speaker system
connected to the main computer and
included using beep alert and verbal
commands.

Combination. Combined feedback was
transmitted to the participant using both
visual and audio.
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Figure 2. GUI (a) and LED (b) feedback with arrow pointing on the

feedback

2.3 Procedures

Participants completed a preliminary questionnaire
before each experiment. It included demographic
information, the Technology Adoption Propensity
(TAP) index (Ratchford et al., 2012) and the Negative
Attitude towards Robots Scale (NARS) (Syrdal et al.,
2009). Following this, they were briefed on the
scenario, tasks and procedure. Each participant
experienced one type of feedback while performing
the task at three levels of complexity in a random
order. Each trial was followed by a questionnaire
enquiring about the experience with the condition
(details on the measures are given below). After
completion of all three trials, participants answered
a final questionnaire in which they rated their overall
experience with the robot and tasks. It further
afforded the opportunity to provide free input,
feedback or remarks.



2.4 Experimental design

A between-within experimental design was executed
with types and complexity of feedback as the
independent variables. Participants experienced one
type of feedback while performing the task at three
levels of complexity. Within each group, subjects
performed the sequence of scenarios in a random
order to eliminate the effect of the subject's
familiarity with the task.

Table 1. Experimental design

Type of feedback

Visual Audio Combined
Level of Simple LED Alert LED-Alert
Information
(LoI1) Medium |GUI Voice GUI-Voice
Complex |LED + GUI Alert + Voice |LED-Alert +
GUI-Voice

2.5 Participants

Older adults were recruited at an older adult’s local
club in Beer Sheva, a local police pensioners club,
BGU'’s older adults working force and previous older
adults who performed experiments in our labs. 21
older adults (13 males, 8 female) aged 70-86 (mean
74, std 4.12) participated in the study. They were
healthy individuals with no physical disability who
came independently to the lab. Each participant
completed the study separately at different
timeslots, so there was no contact between
participants.

2.6 Dependent measures

The dependent variable was the quality of the
interaction which consisted of trust, engagement,
understanding and comfortability measures. The
measures were selected based on the relevance of
these measures to the older adult population found
in previous studies as detailed below. These
variables were assessed subjectively through
guestionnaires used 5-point Likert scales with 5
representing “Strongly agree” and 1 representing
“Strongly disagree”, and objectively through
recorded videos which were manually analyzed. The
trust measure shows the level of reliance on the
robot to enjoy successful interaction (Kachouie et al.,
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2014), evaluated by analysing the participant's
sitting position and proximity to the robot (three
positions were predefined and offered to
participants before each session). The engagement
measure describes the amount of time there was
eye contact between humans and the robot implying
the relationship between the older adult and the
robot (Kamali et al., 1982). This measure is very
significant for the elderly population who may lose
attention and therefore must be kept consistently in
the loop and as active as possible in the interaction
(Kuffner, 2018). Understanding is required for the
robot and human to be able to successfully interact
with each other (Lyons, 2013). It’s important to
assess the degree of understanding that the user has
in the interaction (Mc Gee, 2000) in order to ensure
adequate situation awareness (Mirnig et al., 2011).
This indicator examines whether the feedback was
clear to the user evaluated by the amount of
clarifications the person requested. The
comfortability measure influences the level of
satisfaction the user has while interacting with the
system (Mirnig et al., 2014) and how much feedback
was provided was convenient and accessible to the
user. This measure was evaluated by the difference
in the user's heart rate during the session and by the
amount of physical gestures the user made.

2.7 Analysis

A two tailed General Linear Mixed Model (GLMM)
analysis was performed to evaluate for a positive or
negative effect of the independent variables. The
user ID was included as a random effect to account
for individual differences. Types of feedback and
complexity level were utilized as fixed factors while
all objective and subjective variables representing
‘Quality of Interaction’ (Qol) were used as
dependent variables. This enable to assess the main
effect, and/or interaction effect of feedback type
and complexity level on the Qol as a whole and as
the individual variables that constitute the construct.
Additionally, several t-tests were performed to
examine the relationship between dependent
samples.

2. 8 Research hypotheses
The study model is depicted in Figure 3 with the
three hypotheses detailed below.



We believe that visual feedback combined with
audio will help the older adults to understand the
system even if they have hearing limitations and as a
result don't hear the audio feedback. This
assumption aligned with the findings of another
study (Mirnig et al., 2011) that stated that verbal
feedback supported by another feedback modality
provides more positive outcomes. Along with more
studies that found out that a combination of visual
feedback and speech can be efficient (Rosati et al.,
2013; Lang et al., 2009) and lead to improved
collaboration between the human and the robot
(Baraka et al., 2018). This leads to the first
hypothesis which is stated as follows:

H;: A combination of visual and audio feedback type
increases the quality of interaction of users relative to
the visual or audio feedback alone.

Existing studies recommend that feedback should be
adequate and informative (Mirnig et al., 2014), the
information content should be minimal (Lyons, 2013)
in order to avoid overloading the user with
information. Furthermore, verbal feedback will
increase the awareness and understanding of the
participant regarding the task being performed
(Lyons, 2013). This leads to the second hypothesis
which is stated as follows:

H,: The intermediate level of information increases the
quality of interaction of users relative to the other levels.

The audial feedback has great potential, but in many
cases, its potential is not fully utilized .If the sound is
monotonous users will get used to it and at some
points will stop referring to it (Rosati et al., 2013).
According to the findings of Agrawal et al. (Agrawal
et al., 2018) feedback should be received only at
important points along the robot’s path to reduce
the cognitive workload of the operator. This leads to
the third hypothesis which is stated as follows:

H;: The interaction between audio feedback and the
intermediate level of information will increase the quality
of interaction of users relative to other feedback type and
the intermediate level of information combinations.
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Figure 3. The model for the study.

3.Results

Most of the participants (78%) were comfortable
interacting with a robot. The results revealed that
the quality of interaction, as measured via trust,
engagement, understanding and comfortability of
the interaction was influenced mainly by the type of
feedback (p = 0.05), and the level of information had
less influence (p = 0.24). For each type of feedback,
the participants indicated a specific preference for
the different levels of information as detailed below
(Figure 4).

Yes No Not much

96.1%

83.4%
- 75.6%

016.7% 15.3%
9.0% 7.6% 12.8% 9.0%
1.3% 2.6%

1understood the
robot well

| focused on the robot at
the time of the mission

| felt satisfied with the

| was comfortable
kind of feedback icati

Figure 4. Participants’ experience

3.1 Audial feedback

The preferred feedback for the audial type was the
verbal feedback (implemented at the medium
complexity level), a result which was reflected in all
measures. Using this feedback increased the
involvement of the participants during the
experiment. i.e. the number of subjects' comments
was higher (T=2.393, p = 0.049). Also, 86% of
participants indicated that the verbal feedback
helped them to understand the robot best. 13%
preferred the combination of beep and verbal
commands (the high complexity level), and only 1%
preferred the use of beeping (the low complexity
level). The comfortability measure showed similar
results. The most comfortable feedback was the one
that contained the verbal commands (med = 2.4).




The two levels that used the beeps were
inconvenient to the users (med = 1.31). Also, heart
rate during verbal commands was low (mean =
100.89, SD=5.79) whereas beep feedback resulted in
a higher rate (mean = 112.28, SD= 6.76). Moreover,
there was a large difference in the participants'
sense of trust in the robot between complexity levels
(p=0.049), with verbal feedback showing a higher
trust (med = 3.43) vs. beep only (med = 2.43).

In the qualitative analyses (Figure 5) most of the
participants testified that the voice feedback
contributed to the understanding of the robot's
action. There is little reference to the use of the
beeps. Some of the participants claimed that they
did not notice the whistling at all and some claimed
that the beeps frightened them. On the other hand,
the use of verbal commands caused many reactions
among the participants: "Well done, | understood
what you (the robot) were planning to do", "Great,
now | want you to bring the spoon." A number of
participants claimed that using verbal commands
makes the system more useful because it allows for
parallel tasks. "When the robot speaks, | can know
what it is doing without looking at it and that will
allow me to perform more tasks at the same time."
Many users felt that communication was more
natural when giving verbal feedback - "Now there is
communication...", "I'm listening to you, now listen
to me." And even thought that the robot could
actually listen to their orders.

s

6

Beep Beep+LED GuI GUI4LED LED Voice+GU| Beep+Voice Voice  Voice+lED

Figure 5. User engagement comments- better with voice

3.2 Visual feedback

The measures for this feedback type were also
consistent with all measures. The preferred feedback
was the use of LED lights as 96% of the participants
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were focused on the robot during the task and did
not notice the information received from the screen.
The simplest level of complexity involved in using
LED lights resulted in the highest understanding
(med = 3) compared to the two more complex levels
that contained information displayed on a screen
(med = 1.6). This preference was also noticeable in
the comfortability measure. When using LED lights
only, the overall sense of comfort was high (med =
2.3) and the heart rate measure was the lowest
(mean = 98.96, SD=4.23) whilst using the screen
resulted in a lower sense of comfortability (med =
1.5), and a higher heart rate (mean = 115.07,
SD=5.87). When using LED lights, the lowest
complexity level achieved the highest trust level
(med = 3.03). This is probably due to the fact that
using lights is similar to using other familiar devices.

In the qualitative analysis when the participants
were asked about the information transmitted
through the screen, the vast majority claimed that
they did not even notice there was a screen. "l was
so focused on the robot’s movement that | did not
even notice there was a screen." "l looked at the
screen at first but once the robot started operating, |
forgot to use the screen". Responses to feedback
given by LED lights were ambivalent. Most of the
users testified that the lights contributed very well to
understanding and caused the unfamiliar
cooperation with the robot to become similar to any
other electric appliance - "the lights show me that
the robot is starting to operate", "when the robot
flickered it was like any other device | know and
realized it works." However, a small part of the
participants claimed that the lights dazzled them and
were too strong.

3.3 Multimodal feedback

The multimodal feedback type provided the best
understanding at all complexity levels (med =3.8, p =
0.017). The levels containing verbal commands at
the higher complexity levels, increased the
understanding of the participants. The combination
that contributed most to understanding was the
combination of verbal commands and LED lights. The
multimodal feedback contributed to the user's
comfort and at all levels of complexity, mean heart
rate was low (mean = 98). In both the comfortability



measure and the trust measure, the most
convenient (med = 3.1) and most reliable (med =
3.84) combination was the combination of LED lights
and verbal commands (med = 3.1). A statistically
significant result (p = 0.05) was obtained, showing a
difference between the feedback types according to
subjects' pleasure. Using multimodal feedback type
showed greater pleasure, participants felt more
natural with this type of feedback (med = 2.78). In
addition, in-depth observation shows that the
feedback that provided the greatest pleasure was
the integration of LEDs into verbal commands (med
=3.14).

In the qualitative analysis the use of multimodal
feedback resulted in conflicting comments. You can
see that some of the participants thought that
feedback given by two different senses contributes
to understanding and can fill in the gaps. There were
comments such as "It is excellent that there are
lights, because when there are noises in the
background | do not hear very well." Another part of
the participants claimed that the combination was
confusing and required attention to be divided

N:/T Voice+GUI
Audio Eeumiy a/7
LED 1/7

GUI+LED a/7

Voice+LED
1/7 a7

Visual Voice Combined

6/7

between different factors and that was a bit difficult
for them.

Figure 6. LOI who contributed for best understanding

4, Discussion

Most of the participants were comfortable
interacting with a robot. The results revealed that
the quality of interaction, as measured via trust,
engagement, understanding and comfortability of
the interaction was influenced mainly by the type of
feedback, and the complexity level of the feedback
(the level of information) had less influence.

4.1 Impact of verbal command
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The preferred feedback for the audial type was the
verbal feedback (implemented at the medium
complexity level), a result that was reflected in all
measures (in line with H2).

Most of the participants claimed that the use of
verbal feedback contributed to their understanding
of the robot's action. While they did not notice the
beeps and even claimed that the beeps frightened
them. The most important influence of verbal
commands was on participants' involvement. The
use of feedback that contained verbal commands
increased the involvement of the participants during
the experiment and raised their desire to
communicate with the robot.

4.2 Impact of combined feedback

A combination of several components of feedback
from the same sense did not contribute to the
quality of interaction and even hampered the
attention of the participants. When we look at the
intercensal combination, we see opposite results
indicating an increase in interaction quality (in line
with H1), it contributes to participants'
understanding and even if necessary, contributes to
closing the gaps. The preferred combination was the
combination of LED lights and verbal commands.

It is important to note that the various reactions of
participants in this subject stem from the broad
change in their physical and mental abilities. For
these reasons, it is worthwhile to examine the
suitability of the feedback type and its integration
according to the subject's situation and condition
and not only according to age.

4.3 Impact of feedback type and LOI
interaction

It can be seen that for each type of feedback the
participants indicated a clear preference for different
levels of information. In visual feedback participants
preferred the use of LED lights, that is, the simple
level of information, while in the voice feedback the
participants preferred the use of verbal commands,
that is, a medium level of information (in line with
H3). This is probably the reason the LOI alone did not
have significant influence.

5. Conclusions and future work



Following the experiment, a number of key
conclusions may be drawn. First, the preferred
feedback should be given through verbal commands.
This feedback significantly increased participants’
involvement in the task, and it was evident that its
use encouraged communication between the
participant and the robot. Second, the LED lights
provide a great contribution to understanding, since
is @ means familiar to older people from devices they
use in their daily lives. The combination of the two
types of feedback also had a positive effect. The
incorporation of feedback from the robot was
important since all the subjects concentrated on the
robot's activity and did not notice the information
received from the environment. However, as the
users increase their familiarity with the robot's
operation, we can expect that they may be able to
share their visual attention with the robot's visual
feedback mode. Another conclusion relates to the
timing of the feedback. The feedback on the robot's
operation should be given before the task is
performed. In this way, it could provide information
about the robot's intention. Information given after
the task must relate to the quality of the
performance.

For future work, it is recommended to apply the
different feedback types in another robotic task. In
this study, we used a stationary robotic arm for a
table setting task. It would be interesting to see if
using a different robot, for example, a mobile robot,
performing a different task would lead to different
results and conclusions or would reinforce the
conclusions from this experiment.
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4. Study 2

Exploring Feedback Modalities in a Mobile Robot for Telecare

This work will be submitted as part of an independent journal publication (publication J3).
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Exploring Feedback Modalities in a Mobile Robot for Telecare
Noa Markfeld, Samuel Olatunji, Yael Edan

Abstract. This study focused on evaluating different aspects of feedback in a telenursing task. The nurses are
expected to teleoperate a robot to perform several tasks remotely, outside the immediate environment of the
patient, in the hospital or in another location while they simultaneously manage other secondary tasks. The robot
provides feedback related to status information on the robot’s path and on tasks they perform. This feedback
influences the performance of the telenursing tasks and the users’ interaction.

This research investigated two feedback modalities (visual and audio) and their combination to determine the most
suitable for a remote operator in a telenursing task with secondary tasks. Additionally, the influence of the secondary
task location on interaction was evaluated. Experiments with 40 participants revealed that the interaction was
influenced mainly by the feedback modality, while the secondary task location had less influence. In this type of
scenario where time and accuracy are critical, a feedback mode that combined visual and audio feedback yielded the
best results.

Keywords: tele-operation, tele-robotic assistance, assistive robots, human-robot collaboration, feedback modalities,
secondary task.

1. Introduction

There is increasing demand for health services as the aging population increases (United Nations, 2007). The
shortage of healthcare professionals to cope with the increasing demands (Murray, 2002; Nora, 2002) of the rising
proportion of older people (United Nations, 2007) leads to an increased need in developing solutions to assist the
older adults. A promising solution to meet these needs is the use of assistive robots (Broekens, 2009). Assistive
robots are being developed to fit into significant roles in hospitals supporting staff and to reduce the workload by
performing various assistive functions (Aymerich-Franch, 2020). One of these functions is the ability to perform
remotely a variety of tasks. A teleoperated robot is controlled by a human operator from a distance and performs
tasks (services) as if the operator were on the spot (van Osch et al., 2014; Eliav et al., 2011). Tele-robots can provide
assistance to the healthcare system (Tavakoli et al., 2020) by enabling caregivers to perform additional tasks while
the robots are executing different tasks such as pre-diagnosis, food delivery, and monitoring.

This research investigates feedback modalities to determine the most suitable for remote tele-robotic assistance
while performing a secondary task. Feedback from the robot can help inform the remote operator on different
aspects: the robot’s state of operation (e.g, moving towards goal or stopped due to an obstacle, Chen et al., 2014);
details and constraints in the local environment (e.g., location of door to patient’s room ahead, direction of passer-
by in the corridor, Lyons, 2013); and on state of the task being performed (e.g., delivery of an item at the desired
destination, vital sign check for a patient, Bolarinwa et al., 2019). The design of the feedback in our study relates to
these aspects of the interaction. Existing studies reveal that the information presented to the user significantly
influences his / her comprehension of the robot’s behaviour, performance and limitations of the robot (Dubberly,
2009) which influences the interaction quality (Broekens, 2009; Stadler et al., 2012).

Robots can provide information to the human by visual feedback (Ferris, 2008), verbal feedback (Dzindolet et al.,
2003), and tactile devices (Dzindolet et al., 2003). Combinations of these modalities (multimodal feedback) may
enhance user interactions (Gombolay et al., 2017; Broz et al., 2012) and can increase the quantity and quality of
information conveyed (Jacko et al., 2003; Markfeld et al., 2019). Creating the most appropriate type of feedback is
a major challenge in human-robot interaction (Dubberly, 2009).

The caregivers usually have multiple tasks to perform in a short time (both in a hospital environment and in a home
environment). Hence, to enable the collaboration with the robot to improve their work, they must perform tasks in
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parallel with the robot work. These kind of tasks involve many different factors such as task complexity, the distance
between subtasks, and the time required to complete subtasks (Nagy et al., 2019).

In a telenursing task, which this study is focused on, nurses must carry out several tasks remotely, outside the
immediate environment of the patient, in the hospital or in another location. The location of the operator's
additional (secondary) tasks is an important factor that might influence performance (Baumann et al., 2007).
Secondary tasks in telenursing can include completing health records, monitoring patients, preparing medicine.
protocols, etc. Studies in other domains (e.g. in vehicle driving) have shown that the display position of the secondary
task greatly affects performance (Lee, 2019; Baumann et al., 2007) in both secondary task and main tasks
(Katsuyama, 1989). It was observed in those studies that locating the secondary task rightly, reduces the effort of
the participant and even decreases the number of errors (Baumann et al., 2007). Results revealed that as the
distance between the displays increases, in particular the vertical distance, the performance is impaired (Wittmann
et al., 2006).

In this research we examine how the modality of feedback influences the interaction between a caregiver and a
teleoperated robot for a telenursing task with a secondary task. The caregiver will attend to the secondary tasks
while operating an autonomous robot that executes the main task. Feedback is provided on the robot’s actions,
details in the local environment and state of tasks the caregiver must perform. Additionally, we investigate if the
location of the secondary task and the interaction with the feedback modalities influence the collaboration between
the robot and the operator.

2. Materials and Methods

2.1 Overview

This experiment simulated a hospital environment (Figure 1) in which a caregiver (the user) delivers medication with
other supplies to the patient and receives samples from the patient with a teleoperated robot. This is needed in
situations where the nurse or caregiver cannot get near the patient for several possible reasons (task load, risk of
infection, or other difficulties that may arise in getting to the same location with the patient). The caregiver sends
the robot towards the patient to accomplish the main task while carrying out a secondary task. The robot moves
autonomously in the environment but may require user involvement at certain points (e.g., code for entering a
particular room, floor number for the elevator or access confirmation for a specific care unit) before continuing with
its task. In the secondary task, the caregiver completes an electronic health record which involves answering some
guestions related to the patients. Feedback is provided during the process to indicate important points along the
robot’s path that require user involvement.

L Patient's room

Figure 1. A cross-section of the lab set up as a hospital-like
environment for the study.
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2.2 Experimental system

The system (Figure 2) consists of a mobile robot platform, remote user interfaces and a server-client communication
architecture that used a rosbridge websocket to connect to the robot operating system (ROS) platform (Quigley et
al., 2009) of the robot. There are two user interfaces in the system - one runs on the robot while the other runs on
the operator’s computer. These interfaces run within a standard web browser making them independent of the
operating system of the device or any specific software. This is particularly relevant for the user which would be the
nurse who may need to access the robot via a standard computer desktop, laptop or tablet. This makes the robot
more widely accessible via different devices. To enable the use of standard web browser we programmed our system
on HTML, CSS, JS and PHP to store all the health records and user inputs. More details on the robot platform and
user interfaces are provided in the following subsections:

®|

Control Position

Elderly patient

Figure 2. The system

The robot platform. The robot platform is a Keylo telepresence robot? (Figure 3). Its height is approximately 1.64m
with a low centre of gravity and circular footprint 52cm of diameter. Keylo is equipped with a 24” multi-points high
FOV touchscreen. It runs Ubuntu 18.04 LTS, ROS Melodic with a standard ROS API to all its sensors and features. The
sensor specifications for navigation are: - Lidar: Hokuyo URG-04LX-UGO01 (5.6 meters range, FOV 240°); 2 x 4 front
and rear ultrasonic range sensors (5 meters range); 2 x 2 IR edge detectors hard-wired to the motors controller.
Cameras include two front and one rear 3D RGB-D camera Intel® RealSense™ R200 that provide Point cloud, IR and
RGB streams.
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Figure 3. Keylo robot description

User Interfaces. The user interface running on the robot’s browser was designed to welcome the user (Figure 4). The
remote user interface through which the nurse teleoperates the robot is displayed on the computer through which
the remote operator controls the robot. This interface was divided into three sections: a left, central and right
panel (Figure 4). The video from the camera on the robot is broadcasted on the left panel. The right panel is the

2 WYCA robotics website: https://www.wyca-robotics.com/
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task window, on which the participant performs the secondary task. In the central panel, the feedback appears
communicating to the caregiver the relevant information from the robot.

Main task screen Left Central || Right Secondary task screen
(left and central panel) panel panel panel (right panel)

Front
camera

y
Backward [
camera :

Secondary
task area

Figure 4. User interface

The right panel contains information related to the secondary task and was designed according to the two
different scenarios which we termed secondary task locations in this paper. The secondary task locations are:

On the screen only- all information is displayed on the right panel. This includes a compilation of patients’
health records and some questions on these patients.

Combination of screen and desk- the information is divided between the screen and papers containing
health records on the desk below. The right panel contains only the questions on the patients while the
compilation of patients’ health records is in paper format on the desk.

In both scenarios the participant is expected to answer the questions according to the relevant information as best
they can. Examples of the questions for the secondary task are given in Figure 5.

The main interaction with the robot takes place through the central panel which also displays the feedback from the
robot. Throughout the task the caregiver receives feedback from the robot through this central panel. Feedback is
only received only at important points along the robot’s path to reduce the cognitive workload of the operator,
according to the findings of Agrawal et al. (Agrawal et al, 2018). The feedback includes status information about:
start of the mission, arrival at the destination (e.g. patient’s bed), condition along the way (e.g. familiar position,
facing a new corridor, malfunction/something unexpected on the way. When receiving the feedback, the participant
is expected to attend to the information required by the robot so the robot can continue its task.

Two main types of feedback were examined based on previous findings (Markfeld et al., 2019; Olatunji, 2019) -
visual, audio and their combination.

Visual- The visual feedback appeared on the central panel in the form of written messages. These
messages were designed to convey the information clearly and immediately (Textual mode).

Audio- Audio feedback was given via voice commands as the robot navigates. The content of these
commands was the same as the content that appeared in the on-screen messages in the visual feedback.
Voice commands and not alerts (beeps) were used according to findings from a previous experiment
(Markfeld et al., 2019) where it was stated that voice commands help the user understand the meaning of
the information better in a noisy environment. This is also particularly relevant to the task since it
simulates a noisy work environment.

Visual and audio combination- feedback was transmitted to the participant through both on-screen
messages and voice commands.
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Questions

1. How many patients are there?

2. How many patients have a temperature above 39 degrees?
3. Which of the %atients has drug sensitivity?

4. Who has the highest temperature?

5. How many extra pillows the patients need?

Save answers!

Figure 5. Examples of the questions for the secondary task

2. 3 Research hypotheses

The assumption is that user perception is influenced by objective performance that depends on feedback type and
secondary task location as described in the study model (Figure 6) and explained below.

We assume that combined feedback will contribute to improved performance and shorten the response time. The
audio feedback will draw the participant's attention at the appropriate time and the visual feedback will serve as a
backup in case the user is focused on his tasks and misses the voice instructions. This hypothesis is based on our
previous study where the results revealed that feedback coming from more than one source increases the quality of
the interaction (Markfeld et al, 2019), similar to work by (Bolarinwa et al., 2019). This further revealed that different
feedback modalities improved effectiveness of control and leads the first hypothesis:

H,: A combination of visual and audio feedback type increases the objective performance of users relative to the visual or
audio feedback alone.

Studies in a driving scenario show that the farther the display of the secondary task is from the main screen, the
lower the performance (Wittmann et al, 2006). This is particularly relevant when the distance is a vertical distance,
the response times increase and there are more errors (Katsuyama, 1989). This supports the second hypothesis:

H,: Executing the secondary task on-screen only will produce higher objective performance for users compared to executing
the secondary task between desk and screen.

The location of secondary task on the screen only, positioned in a horizontal line to the main task will reduce
movement of the eyes and shorten response times (Sartre, 2006). Auditory displays, often reserved for alerting
functions (Sartre, 2006), will draw participants' attention to their required task. When an immediate response
from the participant is required while the visual media channel is overloaded, Michaelis and Wiggins,
recommended the use of voice feedback (Michaelis & Wiggins, 1982). This backs up the third hypothesis:

Hj;: The interaction of audio feedback and on-screen secondary task location will increase the objective performance of users
relative to other feedback type and secondary task location combinations.

The better the participant's performance is (shorter response times, accurate and precise responses) the more
positive his/her perception on the interaction with the robot will be (he/she will feel satisfied and will want to use
the system more often (Avioz-Sarig et al., 2020). This agrees with the fourth hypothesis:

H,: Anincrease in the objective performance of users will lead to positive user perception of the interaction.

Multi-modal interfaces have the potential to be extremely beneficial to both task performance and the interaction
experience. (McGee, 1999). These interfaces can increase the potential realism of displays, and generally increase
the quantity and quality of information we can convey through the interface. (McGee, 2001). In a robotic
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assistance study, it was found that the use of combined feedback augmented the user experience and caused the
system to be more convenient and simpler to use (Bolarinwa et al., 2019). This supports the fifth hypothesis:

Hs: Combination of visual and audio feedback type will lead to positive user perception of the interaction.

When the secondary task is performed only on the screen, the participants' effort will be reduced, and the task
performance will be easier (Wittmann et al, 2006). This proposition is based on studies of driving and the Click-
through rate (CTR) field, and added that multiple and further eye movements cause discomfort (Katsuyama, 1989;
Wittmann et al, 2006). This gives backing to the sixth hypothesis:

Hg: Executing the secondary task on-screen only will improve user perception of the interaction compared to executing the
secondary task between desk and screen.

- Hs
Feedback
Type H,
e O, He T
; \ performancel /—"  perception )
Secondary ! _ - -
H,

task location 7 .
Ha

Figure 6. The model for the study.

2.4 Experimental design

The experiment is designed as a between-within experiment with the type of feedback and the location of secondary
task defined as the independent variables (see Table 1). Each participant experienced one location of the secondary
task while performing the task with three repetitions, with three types of feedback provided in a random order.

Table 5. Experimental design

Secondary task location

On the screen only

Combination of screen and desk

Feedback about the main task
will be provided to the user in
the center of the screen.

The secondary task will be
performed entirely on the
screen on the right

Feedback about the main task status will
be provided to the user in the center of
the screen. The secondary task will be
done alongside the screen and only the
answers will be recorded on the screen in
the right part.

Feedback about the main task
will be provided to the user via
voice commands. The
secondary task will be
performed entirely on the
screen on the right

Feedback about the main task will be
provided to the user via voice
commands. The secondary task will be
done alongside the screen and only the
answers will be recorded on the screen in
the right part

Visual
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Combination

Feedback about the main task
will be provided to the user in
the center of the screen and
via voice commands.

The secondary task will be
performed entirely on the
screen on the right

Feedback about the main task will be
provided to the user in the center of the
screen via voice commands. The
secondary task will be done alongside the
screen and only the answers will be
recorded on the screen in the right part

2.5 Dependent measures

Objective Measures. For each participant and trial, objective performance was measured in terms of efficiency,

effectiveness and understanding.
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The efficiency was evaluated as the completion time (seconds) of the task, the time between the robot's departure
and return to the control point.

The effectiveness was evaluated as user performance in both primary and secondary tasks. This involves the number
of subtasks in the secondary tasks completed, which was represented by the number of complete answers
(completeness); the number of correct answers from total questions (accuracy) and the number of correct answers
from total questions that answered (precision).

The understanding was evaluated by the reaction time. The reaction time is the time (seconds) that it took the
participant to respond to the feedback the robot provided. Understanding was additionally evaluated by the number
of clarifications the participant requested during the experiment after the initial explanation of the procedure at the
beginning of the experiment.

The Objective Performance (OP) was calculated by an objective function (Equation 1) that combines these three
measures. »
OP = z Effectiveness — Efficiency + Understanding (1)

e
Subjective Measures. The post-trial questionnaires included a total of 14 questions, used 5-point Likert scales, with
5 representing “Strongly agree” and 1 representing “Strongly disagree”. For these variables, the median results are
presented.

The perceived workload was assessed using the NASA-Task Load Index (NASA-TLX) questionnaire (Sandra, 1988).
Subjective assessment concerning the system’s usability was collected using the System Usability Scale (SUS)
guestionnaire (Brooke et al. 1996).

Two additional dependent variables were evaluated based on their relevance to our work- understanding and
satisfaction. Understanding examines whether the feedback was comprehensible and clear to the user. This indicator
is required for the robot and human to successfully interact with each other (Hellstrém et al., 2018). Satisfaction was
evaluated by four questions on communication, fluency, situation awareness and comfortability. It is important to
assess the degree of satisfaction that the user has in the interaction (Frische, 2013).

The comfortability measures the influence of the level of ease the user has while interacting with the system (Czaja
et al., 2019). Fluency measures if the feedback and operations of the robot was at the right timing (Hoffman, 2019).
Situation awareness was assessed using a question on how much the information contributed to the participant’s
awareness of the robot’s activities (Endsley, 1999). In the final questionnaire, participants provided their
assessments regarding the ease of use, as well as possible recommendations for how to develop the system further.

2.6 Participants

40 third year undergraduate industrial engineering students (27 females, 13 males) at Ben-Gurion University were
recruited as participants for the role of the caregiver (Mean age=26.5 years, SD=1.11). All of them had experience
with computers and limited experience with robots. The students were compensated with a course credit,
commensurate with their time of participation in the experiment.

2.7 Procedure

At the start of the experiment, after reading and signing the consent form, participants were asked to provide some
background information regarding their age, gender and on their attitude toward robots. To assess their level of
anxiety towards robots (Syrdal et al., 2009), we used a sub-set of the Negative Attitude toward Robots Scale (NARS).
Following this, they were briefed on the scenario, tasks and procedure. Each participant performed the task three
times - in each trial they experienced a different type of feedback. The order of feedbacks was randomly selected.
Each trial was followed by a questionnaire enquiring about the experience with the condition (details on the
measures are given below). After completion of all three trials, participants answered a final questionnaire in which
they rated their overall experience with the robot and tasks. It afforded the opportunity to receive additional
feedback or remarks from the participants.
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2.8 Analysis

An ANOVA test was applied to ensure there was no significant effect between the trials. Then, a generalized linear
mixed model (GLMM) was applied to analyse the data with the type of feedback and secondary task mode as fixed
modes, whereas the random effect was selected as the variances from the participants. The tests were designed as
two-tailed with a significance level of 0.05.

3. Results

3.1 Efficiency

The efficiency, measured as the completion time (seconds) of the task (mean=80.271, SD=1.806) was significantly
affected by the type of feedback (F (2,114) =13.1, p=0.001). The completion time of those using only audio feedback
was significantly lower (mean=70.61, SD=2.75) compared to participants that used both audio and visual feedback
(mean=78.42, SD=2.75). The highest completion time was observed in trials with only visual feedback (mean=93.40,
SD=3.64). The completion time was not significantly affected by the location of the secondary task (F (1,114) = 1.283,
p=0.260). The completion time of participants that executed the task using the screen only (mean=78.25, SD=2.49)
was shorter than participants who executed the task using both the desk and screen (mean=82.34, SD=2.62).

Moreover, the completion time was significantly affected by the order of feedback type provided (F(2,114)=2.058,
p=0.047). When the order started with only visual feedback the completion time of the task was the longest. It is
noteworthy that the completion time reduced from trial 1 to trial 3 regardless of the type of feedback and the
location of the secondary task. This indicates that it takes time to adjust to the system (although as noted earlier,
training was performed a-priori and the order did not significantly influence performance).

3.2 Understanding

Understanding was measured both objectively and subjectively. Most of the participants (75.8%, med= 4, SD=
0.11) indicated in the questionnaire that they understood the system well and most indicated that the robot’s
feedback was received clearly (78.4%, med= 4, SD=1.05). The feedback type significantly affected comprehension
(F(2,113) =10.254, p<0.001) and clarity (F (2,112) =12.015, p<0.001). Participants reported higher understanding
while using the audio feedback mode (med=5, SD=0.5) compared to the using of visual feedback (med=3, SD=1.32).
Using only the screen resulted in higher understanding (med=4.5, SD=0.96) compared to when using the
combination of screen and desk (med=4, SD=0.966).

Objective measurement of understanding was with the reaction time and number of clarifications. The reaction
time (seconds) of the participants in the first trial (mean=7.45, SD=0.52) was significantly affected by both the type
of feedback (F (2,114) =49.905, p=0.000) and the location of secondary task (F (1,114) =4.94, p=0.028). The
reaction time of participants that used visual feedback was significantly longer (mean=19.80, SD=2.37) than
participants that used audio feedback. The reaction time using audio feedback only (mean=4.49, SD=0.54) was
slightly shorter than the reaction time when they used combined feedback (mean=4.66, SD=0.56) (see Figure 7).

When the secondary task was executed on both - the screen and the desk, the reaction time was longer (mean=8.64,
SD=0.85) than when the task was executed on the screen only (mean=6.39, SD=0.62). This result was significant (F
(2,114) =3.40, p=0.04). The combination of visual feedback and a split location of the secondary task resulted in the
longest response time (mean=27.36, SD=4.64). Also, when the feedback type was purely audio the shortest response
time was obtained when the secondary task was split (mean=4.08, SD=0.69). The combination of visual and audio
provided the shortest reaction time when there was only screen use and it also gave the shortest reaction time
(mean=3.68, SD=0.62).

It was also observed that the reaction time in the first trial was significantly affected by the order of feedback type
provided (F (2,114) =6.45, p= 0.004). When the order of experiment started with only visual feedback, the reaction
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time of participants was longer than trials with the other feedback modes. In the second trial, the second reaction
time (mean=6.94, SD=0.48) was not significantly affected by the type of feedback (F (2,114) =2.25, p=0.11) and the
location of secondary task (F (1,114) =2.87, p=0.09). The descriptive analysis of the variables corresponds to the
results of the first reaction time. Reaction time of participants was shorter when only audio feedback was used
(mean=6.23, SD=0.69) compared to using visual feedback (mean=8.34, SD=0.93). Similarly, the reaction time when
performing the secondary task on the screen only (mean=6.17, SD=0.60) was shorter compared to when performed
between the screen and the desk (mean=7.80, SD=0.76).

Participants that experienced audio feedback (mean=1.94, SD=0.71) asked more questions than participants that
experienced the combined audio and visual feedback (mean=1.00, SD=0.57). All clarifications were inquired during
the first trial only.

3.3 Effectiveness

All the participants completed the primary task in the right way and therefore we refer to the effectiveness of their
performance in the secondary task only.

In terms of completeness, the type of feedback did not significantly affect the number of questions that was
answered by the participants (mean=3.7, SD=0.18, F (2,114) =2.17, p=0.12). The participants’ persistence to
complete the task by participants who experienced visual feedback only (mean=4.18, SD=0.32) was higher than
participants with audio feedback (mean=3.28, SD=0.29) and with combined feedback (mean=3.71, SD=0.30) (see
Figure 7). The completeness was not significantly affected by the location of secondary task (F (1,114) = 0. 89,
p=0.35). The completeness of answers when using the screen only (mean=3.54, SD=0.24) was slightly lower than
the completeness when using desk and screen (mean=3.87, SD=0.25).

Regarding accuracy, the type of feedback did not significantly affect the number of correct answers given by
participants from the total questions (mean=0.59, SD=0.04, F (2,114) = 2.07, p=0.13). The accuracy when using
visual feedback only (mean=0.645, SD=0.042) was higher than when using with audio feedback (mean=0.54,
SD=0.04) and with combined feedback (mean=0.57, SD=0.04). The accuracy measure was not significantly affected
by the location of secondary task (F (1,114) = 0.455, p=0.501). The accuracy when using the screen only
(mean=0.57, SD=0.04) was slightly lower than the completes when using desk and screen (mean=0.61, SD=0.04).

In terms of precision, the type of feedback (F(2,114)=0.005, p=0.95) and the location of secondary task
(F(1,14)=0.342, p=0.560) did not affect the number of correct answers from total questions answered (mean=0.71,
SD=0.06). There is a correlation with the results of the previous indices (accuracy), but in this index (precision) the
differences are very small: visual feedback (mean=0.71, SD=0.04), visual and audio feedback (mean=0.77,
SD=0.04), audio feedback (mean=0.753, SD=0.04), screen only (mean=0.78, SD=0.03), screen and desk (mean=0.76,
SD=0.03).

It was also observed that the performance of the participants improved along the trials regardless of the type of
feedback and the location of the secondary task. Significant differences were obtained in the first trial and in which
the best performance was obtained for visual feedback. When the secondary task location was divided between
the screen and desk, the performance metrics were better.
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3.4 Objective Performance (OP)

The OP (mean=0.67, SD=0.08) was significantly affected by the type of feedback (F (2,113) =3.95, p=0.02). The
feedback which contained audio feedback resulted in a higher OP (audio only: mean=0.77, SD=0.13, visual only:
mean= 0.34, SD=0.13, combined: mean=0.87, SD=0.13).

The OP in the scenario with the screen only (mean= 0.74, SD=0.15) was slightly lower than the scenario using desk
and screen (mean= 0.61, SD= 0.15) but there was’ not a significant effect of the secondary task location (F (1,113) =
0.65, p=0.44, Figure 8).

The OP was improved from trial 1 to trial 3 regardless of the type of feedback and the location of the secondary
task. Although the results differ between trials, the OP increased when audio feedback was used — better
performance was obtained when using audio feedback only and in feedback that combined audio and visual.
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Figure 8. The Objective Performance. (a) The OP according the feedback type and the secondary task location. (b) The OP
according the feedback type.

3.5 Satisfaction

In terms of communication, 66.7% of the participants indicated that they were satisfied with the way the robot
communicated with them (med=3.75, SD=1.22). The communication was significant with respect to the feedback
type (F (2,113) =10.25, p=0.001). Feedback that contained verbal commands in both audio feedback and
combined feedback led to a higher communication score (med=4, SD=0.99) compared to when using feedback that
contained only visual (med=3, SD=1.23).
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The feedback type had a significant effect on fluency (F (2,112) = 10.04, p=0.001). 72.5% of the participants
indicated that the feedback from the robot was received at the right timing. It was observed that the feedback that
contained verbal commands in both audio feedback and combined feedback resulted in a very high score (med =5,
SD=0.93) while visual feedback had a reduced score (med = 3, SD=1.19). The secondary task location was not
significant on fluency. Fluency score was similar for both secondary task locations (med=4, SD=0.94).

Regarding situation awareness (SA), 72.5% of the participants reported that through the feedback provided, they
were aware of the robot's activity in the space. This assessment is relevant in a teleoperated task where the robot
is not located near the operator. The situation awareness index (med=4, SD=1.13) was significantly affected by the
type of feedback (F (2,112) =21.74, p=0.00). The audio feedback yielded higher SA score (med=4.5, SD=0.95)
compared to combined feedback (med=4, SD=0.86) and to visual feedback (med=3, SD=1.244). The SA index was
not significantly affected by the location of secondary task (F (1,112) =0.872, p=0.352); using the screen only
(med=4, SD=1.05) was slightly higher than the SA when using desk and screen (mean=3.75, SD=1.23).

In terms of comfortability, 66.7% of the participants indicated that the robot's communication with them was
comfortable. The type of feedback influenced significantly the comfortability (F (2,112) = 14.93, p=0.001) The
lowest comfortability score was observed when participants used the visual feedback (med=2.5, SD=1.29). When
participants used the audio feedback, the comfortability score was higher (med=4.37, SD=0.99) compared to when
they used the combined feedback (med=4.25, SD=1.14). The comfortability score was similar at both secondary
task locations (med=4, SD=1.21).

3.6 Usability

64.2% of the participants reported that they would like to use this system frequently and 80.8% of them reported
that the system was very easy to use. Only 19.1% of the participants claimed that they would have to learn new
things before using the system. The frequency of use (F(2,112)=10.51, p=0.00) and ease of use (F(2,112)=4.26,
p=0.02), were significantly affected by the feedback type but learnability was not (F(2,112)=0.35, p=0.71). The
influence of the location of secondary task was not significant in all dimensions of usability. The usability scores
were higher when using the audio feedback mode (med=4, SD=0.10) compared to the combined feedback
(med=3.67, SD=0.11) and the use of visual feedback (med=3, SD=0.12). The usability scores when using the screen
only (med=3.67, SD=0.04) was slightly higher than the usability when using screen and desk (mean=3.33, SD=0.14).

3.7 Perceived workload

The perceived workload was assessed through the aggregated raw NASA-TLX score. The perceived workload
(mean=56.26, SD=14) was not significantly influenced by the feedback type and the secondary task location (F
(2,115) =0.11, p=0.90, (F(1,115)=0.63, p=0.43). The lowest perceived workload was obtained when providing the
combined feedback (mean=55.8, SD=14) and the highest perceived workload was obtained when the feedback was
only visual (mean=56.78, SD=11.2). In relation to the location of the secondary task, the lower perceived workload
was obtained when the task was split between the screen and the desk (mean=54.66, SD=14).The perceived
workload when the task was just on the screen was higher (mean=56.66, SD=13).
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Table 6. The significance of feedback type

Significance of feedback type
Dependent Examined by P-value Best feedback type
Variables
Efficiency Completion time | <0.001 Audio
Understanding | Comprehension <0.001 Audio
Clarity <0.001 Combined
Reaction time <0.001 Audio
oP Objective function | 0.022 Combined
satisfaction Communication 0.001 Audio, Combined
SA <0.001 Audio
Comfortability <0.001 Combined
Usability Frequency of use |[<0.001 Audio, Combined
Easy of use 0.017 Audio, Combined

4. Discussion

Improving the interaction of assistive robots is an important factor. This research examined how the type of
feedback and secondary task location influence the interaction between a caregiver (for instance, a nurse) and a
teleoperated robot. The results revealed that objective performance and user perception were influenced mainly
by the type of feedback (confirming H1 and H5) and the secondary task location had less influence. The secondary
task location influenced only some of the interaction parameters (confirming H2). More details are discussed in the
succeeding subsections regarding the effect of each of these variables on the interaction.

4.1 Impact of feedback mode

88% of participants preferred voice feedback, of which 67% claimed that the combined feedback (the feedback
that combined audio and visual) was most comfortable for them (in line with H5). Even though the audio feedback
reduced both response times and completion times, it did not result in the highest objective performance in the
study. This seems to point to some pitfalls of audio-only feedback which may have affected the quality of the
performance. The audio feedback usually prompts a quick response, which may have caused some stress or
additional workload as seen in the NASA-TLX scores, consequently lowering the quality of performance. This
assumption is supported by the fact that the mental demand scores observed were higher while using purely audio
feedback compared to when using the combined feedback (audio and visual). This is in line with previous research
which showed that sound alone requires high attentional demand (Lee, 2001). Note that this was the preferred
feedback regardless of the location of the secondary task (as opposed to H3).

When the task required of the participant is simple, the concentration required is low. In such cases, the transition
between the tasks (primary and secondary) when giving a voice command is usually easier and does not often
impair the performance of any of the tasks. The more complex the task, the more concentration the task requires,
the more difficult the transition between tasks will be and the transitions will take longer. Thus, the combined
feedback will be better than the voice-only feedback (in line with H1). We recommend voice feedback for attentive
tasks and visual feedback as a backup communication mode.

Regarding visual-only feedback mode, the reaction time and the completion time were higher than other modes,
specifically in the first trial. The participants were focused on the secondary task and the visual feedback did not
attract their attention. They attended to the robot's instructions just after they had finished the secondary task.
However, it is important to note that the trial order of the experiment influenced the results. When the visual
feedback condition was in the first trial, the participants had no experience in performing the task and allocated
their attention inappropriately. On the other hand, when the visual feedback condition was in the second trial or
the third trial, the participants already knew what to expect and occasionally turned to the main task. Although
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visual feedback may be a significant feedback, which contains a lot of information (text, picture, and even video)
(Sartre, 2006), but when the caregiver is busy and in high workload conditions, which require a quick and decisive
response, it might not be sufficient alone. This further strengthens the recommendation for combined feedback
mode in such tasks involving high workload as investigated in the current study.

4.3 Impact of secondary task location

It can be seen that the different locations of the secondary task did not have significant influence on results.
Although, in most cases, better results were obtained when the secondary task was performed on the screen only
and not when it divided between the screen and desk (in line with H2). An interesting point relates to the
performance in the secondary task- the participants answered more questions when the task was divided between
the screen and the desk, however the precision (number of correct answers out of the total answers) was higher
when the task was performed on screen only. Namely, splitting the task and being at a vertical distance caused more
errors. This agrees with a previous study in which multiple eye movements increased user's mistakes (Katsuyama,
1989).

4.4 Impact of user expectations

Some measures of performance improved from the first trial to the third trial regardless of the type of feedback
and the location of the secondary task. We suspect that the expectation of participants could be influential. Users
seemed to know better what to expect from the system after each trial, which may have resulted in improved
performance. It seemed some of the participants observed that they felt pressure in the first trial, which then
prevented them from paying attention to the information that the robot provided. Furthermore, they explained
that after getting used to collaborating with the robot, they were more attentive to the feedback and it made a
greater contribution. The fact that they were more acquainted with the system after each trial may have
influenced their performance. Although, we cannot assert this claim because no statistical difference was found
between the trials and the expectation factor was not specifically included in the experimental design. This
highlights the value of a further study to explore the user expectations from the system. We therefore recommend
that in future studies, more exposure and interaction of participants with the robot should be included in the
experimental design to allow participants to work longer with the robot prior to the main experiment. This could
help to better identify possible influences of user expectations. This recommendation may have a greater impact
when tested with actual caregivers who have less experience with robots than engineering students, who
participated in this experiment. Furthermore, it may provide some insights to the importance of expectations and
perhaps ‘training’ of users for a variety of conditions.

5. Conclusions and Future work

This experiment simulated a hospital environment in which a simulated caregiver teleoperates a mobile robot
while performing another task. In this type of scenario where the time and accuracy are critical, we found that the
feedback that combined visual and audio feedback modes yielded best results. Note that, if the goal is to shorten
the performance time, voice feedback is optimal. However, due to some of the shortcomings of audio-only
feedback discussed, combined audio and visual feedback is recommended. It is also worth noting that haptic
feedback was not tested in this experiment and it will be interesting to see how its use will affect the shared
interaction.

The results of this experiment reinforce results obtained in a previous study, in which we examined the effect of
feedback types on the interaction in another task and with a different population (Markfeld et al, 2019, a
stationary robotics task with older adults). The use of audio feedback positively affects the interaction regardless
of the environment and the users. Additionally, the benefits of using combined feedback have been intensified and
it can be seen that using multiple types of feedback has contributed positively in the teleoperation of a robot in a
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complex task involving a noisy environment. The location of the secondary task did not result in significant
differences, but it may be interesting to see if a more complex secondary task would make a difference in these
different locations.

We expect these results to amplify when real caregiver users will use the system. However, it is important to note
that these experiments examined specific scenarios. In order to generalize these conclusions, additional
experiments examining different interfaces and different tasks must be performed.
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5. Summary and discussion

This research examined the influence of feedback in interaction between assistive robots and
older adults and caregivers (non-technological users). Creating a successful interaction is a pretty
challenging task. To achieve this, robots must be able to communicate naturally with humans
both verbally and nonverbally (Breazeal et al., 2016). The feedback loop is an important feature
of interactive systems; it provides the user with information improving the nature of the
interaction between a person and a dynamic system.

Since older adults’ perceptual capabilities and limitations differ from the younger population due
to age-related perceptual declines, particularly evident in processing information (Mitzner et al.,
2015). Thus, the correct choice of interaction between the assisting environment and the user is
of high importance (Broekens et al., 2009). Older adults’ interaction with robots requires
effective feedback to keep them aware of the state of the interaction for optimum interaction
quality (Beer et al., 2012).

In this research the influence of feedback for different aspects that influence task performance
was evaluated: levels of automation, levels of transparency, levels of information and the
location of the secondary task. The experiments were performed in a series in which conclusions
from one experiment served as inputs for the design of the subsequent experiment.

Based on the research results we provide several guidelines for interactive feedback as related
to the mode of feedback, the timing of the feedback and the amount of information provided.
The feedback on the robot's operation should be given before the task is performed, so as to
prepare the participant for the robots’ action. The feedback should contain a low amount of
information in order to avoid clutter and confusion among the participants, especially when it
comes to the elderly population. This agrees with previous studies where feedback content,
mode and timing suitable for the users and applicable for specific contexts was explored through
user studies (Mirnig et al., 2011; Doisy et al., 2014; Olatunji et al., 2020). It was also
recommended by (Lyons, 2013) that the user interface should provide information relevant to
the task and environment (Lyons, 2013). Caution was raised that too much information or a non-
intuitive display could create confusion or be frustrating for the user and particularly the older
adult population (Olatunji et al., 2020).

A main conclusion refers to the positive impact of audio feedback on the quality of the
interaction between the user and the robot, regardless of the environment and the population
being tested. For direct control tasks, this feedback increased participants’ involvement in the
task significantly and encouraged robot-participant communication. For tele- operation task,
with a noisy and stressful environment, this feedback has great importance in focusing attention
and work efficiency.
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Moreover, the combination of verbal commands with visual feedback was found to be most
effective. The use of an intercensal combination of feedback integrated and intensified the
benefits of each feedback modality. The use of this feedback contributed positively for use of the
robots in a complex task such involving a noisy environment and to a population whose
capabilities are non-homogeneous. This agrees with previous research that noted that multi-
modal communication supported better user performance (Finomore et al., 2012).

This study yielded valuable insights into participants’ preferences and characteristics of the
operator interface related to feedback that are required to enhance the user experience and
performance. This study reveals the importance of feedback designs in improving the interaction
of older adults with assistive robots. Reliable use of feedback will increase confidence in the
robotic system even in a population that is not used to it and will eventually become viable tools
that add value to their everyday lives.

However, it is important to note that these experiments examined specific scenarios. In order to
generalize these conclusions, additional experiments must be performed to examine different
interfaces and different tasks at different complexity levels.

Another limitation aspect refers to the last experiment, this experiment simulated a hospital
environment but in practice was conducted under laboratory conditions where the environment
is known and not extremely noisy. Moreover, the participants were undergraduate industrial
engineering students with technological backgrounds, a population different from real
caregivers. We expect results to be amplified with a non-technical population. However, future
research should consider extending this experiment and conducting it with real caregivers and
even in a hospital or other treatment setting.

Another aspect for further research relates to the reason given in the feedback - in this study,
the feedback was ‘pushed’ to the user, the information was provided to the human by the robot
without the human asking for it. It will be interesting to examine the impact of ‘pull’ feedback,
where information is provided only on demand by the user.

Another aspect that should be investigated is haptic feedback (also denoted as tactile). Since
there are many types of tactile feedback research should investigate the design of such an
interface and optimize to fit such a diverse population.
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7.2 Appendix A- a case study on LOA-LOT
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Improving the Interaction of Older Adults
with a Socially Assistive Table Setting Robot
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Abstract This study provides wser-studies aimed at exploring  factors
influencing the interaction between older adules and a mobotic table setting
assisant. The nfuence of level of stomation (LOA) and level of tansparency
{LOT) on the guality of the interaction was considerad. Results revealad that the
interaction effect of LOA and LOT significantly influenced the interaction.
A low LOA which required the user to contro ] some of the actions of the mobot
influenced the older adulis to partcipate more in e interaction when the LOT
was high {more information) compared to simations with low LOT (less
information) and high LOA (more robot autonomy ). Even though, the higher
LOA influenced maone fluency in the interaction, the lower LOA encouraged a
meore collahorative form of interaction which is a priority inthe design of mbotic
aids for older adult users. The results provide some insights inio shared conirol
designs which accommaodates the preferences of the older adult vses as they
interact with mbotic aids such as the tahle setting robot wsed in this shdy.

Keywords: Shared contol - Levelk of suiomation - Transparency -
Caollabomative nobots - Human-pobot interaction

I Introducton

Robots with improved capabilities are advancing into prominent mles while assisting
older adults in perfomming daily living tasks such as cleaning, dressing, feeding (Hom g
etal. 201 8; Shishehgar et al. 2018). This has o be dome with careful consideration for
the strong desire of these older adults to0 maintain a cetain level of autmomy while
performing their daily living tasks, even if the robot provides the help they reguire (Wu
el al. 20160 Furthermore, the robot’s involvement should not drive the older adult 1o
boredom, sedentariness or loss of skills relevant to daily living dee o prolonged
inactivity (Beer et al. 2004). A possible solution is shared control where the user
preferences are adequately considersd as the robot’s role and actions are being defined
during the mnteraction design. This ensures that the older adulis are not deprived of the
independence they desire (Zwijsen et al. 2001)

This study, proposes a shamed control strategy wsing levels of automation
(LOA) which refers o the degres 1o which the mbot would perform particular functions
in its defined mle of assistng the user in a specific sk (Parasuraman et al. 2008). The
aim is w0 ensure high quality collsboration between the older adult and the robot in

& Springer Mature Switerland AG 2019
M A Salichs et al (Eds.): ICSR 2009, LNAT 11876, pp. 568-5T7, 2019
hipsidod org/ 10 TNTATE-3-(B0-35808-4_53
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accomplishing desired tasks, without undermining the antonomy, preferences and
satsfaction of the older adult.

To ensure transparency of the robot’s role at all mes, the LOA implementation is
reflected in the ways through which the wsers interact with the mobots, Transparency in
this comtext is the degree of task-related information provided by the mbot o the older
adults o keep them aware of its state, actions and intentions of the robot (Chen et al.
2018). The content of this information provided by the robot can be pmded acconding
o the detail, quantity and type of information a8 mirrored in Endsley’s situation
awareness (SA) study (Endsley 1995) and Chen et al.’s SA-based Transparency model
(Chen et al. 2004). It is essential that the level of transparency (LOT) of the information
being presented to the older adults conforms with their perceptual and cognitive
peculiarities such as the processing and interpretation of the information provided by
the robot (Smmarr et al. 2014 Mitmner et al. 2015; Feingold Polak et al. 2018). Existing
studies meveal that the information presented to the wsers significantly influences their
comprehension of the robot’s behavior, performance and limitations (Dzindolet et al.
20005, Lyons 2003, Chen et al. 2004). This information facilitates the users” knowledge
of the automation connected o the task (Endsley 2007 This affects the users’
understanding of their mole and that of the mbot in any gmven intemction (Lyons 2013:
Chen et al. 2014; Doran et al. 2007; Hellstrdm and Bensch 2018).

Some studies explomsd the presentation of information through various techno-
logical aids such as digital mobile applications, webpages, rehabilitation eguipment,
and other facilities through which older adults would interact with their envimmment
(CenfCenelec 2002; Fisk et al. 2008 Mitner et al. 2015) These studies, provided
recommendations which served as design gudelines for mformation presented i
variows maodes such as visual, andial or haptic information. These rmeommendations are
not specific to information presented by robots o the older adults. They are general
guidelines recommendad 0 aid wsability as older adults interact with technologcal
devices. It was therefore recommended mn those studies that more wser studies should
be conducted in specific robot-assistance domains such physical support, social
interaction, safety momitoring, cognitive stimulation and rehabilitation (CenfCenelec
2002; Fisk et al. 2009, Mitener et al. 2005; Van Wynsherghe 2006). Through such
studies, suitable design parameters could be wdentified that would mest the neads of the
older adults in specific applications such as the tble senting robot application on which
this study is focused

The aforementioned studies have explored mdividual effects of LOA or LOT
separately in different domains. But this has not been examined in the use of socially
wssistive mbots for older people. LOA, as a control strategy, tends o improve the
colleboration between the user and the robot by sufficiently keeping the user in the
loop. This is entical in older adults’ intemction with robots in order o avoid inac-
tiveness. LOT, a8 an informnation presentation strategy, also tends © improve the
awareness of the wser during the interaction. This is also etical for the older adults w
ensure that they are constantly carried along in the imeraction. We therefore hypoth-
esize that exploring some LOA and LOT options in robot-assisted tasks could increase
the engagement and satisfaction of the older adults as they interact with the robots. The
current study wims to explore bow LOA and LOT influences the guality of interaction
(Qol) between the older adults and the assistive robot in a shared task of table setting,
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The Quol is a construct in this paper which entails the fluency, understanding,
engagement and comfonahility during the interaction.

2 Methods

21 Owerview

A table setting task performed by a robotic arm was wed as the case study. The robot
had o pick upa plate, a cup, a fork and a knife and to place them at preset positions on
the table. The user operated the robot in two levels of aotomation. In the high LOA
condition, the robot operated autonomously. The wser could only stant and stop the
mhot’s operation by pressing a specific button. In the low LOA condition, the user
could still start and stop the robot, but the robot required the user’s consent before
setting each item. The robot asked the user through a GUT which item to bring and the
user wis requirsd o respond before the robot could continue its operation.

Twao conditions utilizing different levels of ransparency (LOT) wene compared for
two different levels of the robot’s automation: high and low (Table 1) Information was
given by the robot in visual form through a GUT on an adjacent sereen where the LOT
manipulated (Fig 1) The two conditions differed by the amount of details provided by
the robot. The low level of information included text messages that specified the status
of the robot by indicating what it was doing (e.g. bringing a plate, putting a fork, ete.),
while the high level of information included also the reason for this status (e 'm
bringing the plate since you asked me, etc.)

Table 1. Experimental conditions.

LOT |LOA
Low High
Low | Condition | — LL Conditicn 3 — LH

User instructs the mobot using e GUI Robot operaies awtomatcally. In each
and meceives information showt what the | stage wser receives information abowt
mobot is doing in each stage what the mbat is doing

High |Condition 2 — HL Condition 4 — HH

User instructs the mobot wsing e GUI Raobot operaies awtomatically. In each
and receives information showt what the | stage wser receives information abowt
mobot is doing and the reason for it in what the mbaot is doing and the reason
each stage fior it

212  Apparais
A KUEA LBR iiwa 14 RE20 7 degrees of feedom robotic arm equipped with a

pneumnatic gripper was used (Fig. 1), The tasks were programmed wsing python and
executed on the ROS (Schasfer 2015) platfom.
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In order to instruct the robot and to present the information received by the robot a
graphical user interface (GUT) was used on a PC screen. which was located on a desk to
the left of the user (see Fig. 1).

Fig. 1. A participant using the GUI to instruct the robot

2.3 Participants

Fourteen older adults (8 Females, 6 Males) aged 62-82 (mean 69.8) paticipated in the
study. Participants were recruited through an advertisement which was publicized
electronically. They were healthy individuals with no physical disability who came
independently to the lab. Each participant completed the study separately at different
timeslots, so there was no contact between participants.

2.4 Experimental Design

The expenment was set with a mixed between and within subject design with the LOA
modes as the between subject variable, and the LOT as the within subject variable.

Participants were assigned mandomly to one of the two LOA conditions. All par-
ticipants completed the same table setting task for both levels of transparency. The
order of the two tasks was counterbalanced between participants, to accommodate for
potential bias of learning effects, boredom or fatigue.

2.5 Performance Measures

Initially, participants completed a pre-test questionnaire which included the following:
demographic information. and a subset of questions from the Technology Adoption
Propensity (TAP) index (Ratchford and Barnhant 2012) to assess their level of expe-
rience with technology and from the Negative Attitude toward Robots Scale (NARS)
(Syrdal et al. 2009) to assess their level of anxiety towards robots.

Objective measures that were collected during each session are interacti on-related
variables such as fluency, engagement. understanding and comfortability. Subjective
measures were assessed via questionnaires, Participants completed a short post-session
questionnaire after each session and a final questionnaire at the end of the two sessions
to evaluate subjective measures. The post-session questionnaire used S-point Likert
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scales with 5 representing “Strongly agree” and 1 representing “Strongly disagmes".
The final guestionnaire related o the difference between both sessions.

26  Analysis

A two-tailed General Linear Mixed Model (GLMM) analysis was performed 1o eval-
uate for a positive or negative effect of the independent variables. The user TD was
included as a random effect to account for individual differences. LOA and LOT wens
wilized as fixed fctors while all objective amd subjective variables representing
Quality of Intemction” (QoC) were used as dependent variables.

3 Resulils

Al  Demographics and Attitude Towards Technology

There was an equal distribution of participants within the two groups, On a scale of 1
(trongly disagres) o 5 (strongly agree), the TAP index mveals that most of the
participants are optimistic about technology providing more control and flexibility in
life (mean = 3.86, S0 = 1.17). It was also observed that over 75% of the participants
like to learn the use of new technology (mean = 393 §D = 1.07) and feel comfonahle
commumcating with robots (mean = 343, 80 = [.50). The muority (80%) did not
have negative feslings abowt situations in which they have w interact with a robot
{mean = 414, 8D = 0.86).

32 Quality of Interaction

A two-way ANOVA was run to find ot if there was a significant difference between
the LOA-LOT manipulation as conditions (F(3, 22} = 2.35, p = (L033). The effect of
the manipulation was sigmificant on the robot’s idle tme (F3. 22) = 490 p = 0L.009),
functional delay (F(3 22} = 2122, p < 0.000), human idle tme (F3, 22} = 3.03,
p = 0005), the gaze on the robot (F{3, 22} = 397, p = Q2 T), perception of safety (F
(3. 2) =32, p=Q0042) and oveml]l interaction time (M3, 22) = 5.3 p= 0007).
The effect of the manipulation was not significant on the gaze on the GUT whene the
whot provided feedback (Fi 3, 22) = 200, p = 0.142). More details of the components
of the quality of mteraction ane presented below,

13 Fluency

Flugncy was represented by the idle time of the robot, functional delay and overall time
spent on the task. The LOA was significant on the mbot’s idle tme (mean = 2254
S0 = 5970, F{l, 24) =997 p=0004) with the high LOA (mean = 8885, SD =
2458) having a lower robot idle time compared to low LOA (mean 15621, S0 =
A.38) The LOT was not significant as a main effect but there was a significant effect
in the interaction between the LOA and LOT (Fi, 24) = 442 p < Q007 as depicted
mFig. 2. Interms of delay (mean = 1286, 80 = [13.87), the LOA was significant (F{ 1,
M) = 1448 p= Q007 The low LOA had more delays (mean = 2085, 5D = 15.9%)
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than high LOA (mean = 487, 8D = [357). The LOT was not significant (F{J,
2= 204, p= 17). There was also no mteraction effect of the LOA and LOT on the
delays (F(J, 24) = 1. 49, p= (27). The duration of the experiment with low LOA
(mean = 23821, 8D = 7447) were longer than that with high LOA (mean = 15853,
S0 = 66.17). This was also statistically significant (mean = [9553, 5D = 6617, F(l.
2= I5.42, p = 0.007). The results therefome suggest that high LOA mfluenced more
fluency in the interaction than low LOA.

34 Engagement

The dumtion of the pare on the mbot was significantly affected by LOA (mean =
15564, 8D = 3451, p=0006). Participants in low LOA (mean = I75.57, §D =
F477) gueed on the robot mome than paticipants in high LOA (mean = 13571,
S0 = 20.22). The interaction between LOA and LOT on the time participants gueed on
the robot was significant (F{724) = 7.8, p =0.00). Participants in low LOA
(mean = 3550, 8D = I781) wer also mome signficantly focused on the GUI
(mean = 2704, S0 = 1960 p=0.037) than participants in high LOA (mean =
18643, 8D = 1810). The ineraction between LOA and LOT was significant
reganding the focus on GUI (FyJ, 240 = 448 p= Q045) The effect of LOA on the
human's active tme was also significant (mean = f6.3% 8D = Jo.62, p < 0.000)
with low LOA (mean = 3107, 80 = J0.47) keeping the human more active than the
highLOA (mean = L.71, 80 = (L&82). There was an interaction effect between the LOA
and LOT (F{1, 24} = 47.28. p < 0.000).
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Fig. 2. Iniemction effect of LOA and LOT on vanows some (ol variables
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35 Understanding

There was no significant difference in the number of clarificati ns made by the patic-
ipants during the intemction (mean = I8, 50 = 159, p= Q724) as a msult of the
LOA manipulation. The participants seemed (0 understand the status of the intemction
and actions of the mbotin both LOA and LOT modes (Fy, 24} = 227 p = 0.15). Only
a few participants asked for clan fication at the low LOA (mean = 164, 8D = §1.895) and
high LOA modes (mean = 071 80 = 0099, However, in terms off reaction time of the
participants as the mbot interacted with them, the LOA was significant (mean = J2.86,
S0 = 387, p = Q007). The participants spent more time observing and processing the
information the robot was presenting to them as consentin the low LOA (mean = 20,85,
8D = 15.99) compared to the high LOA (mean = 487, §D = 13.87),

36 Comfortability

The effect of the LOA and LOT did mot influence the heant mie of the participants. But
it was also not significant on the comforability of the paticipants with regards to their
perception of safety of the robot (mean = 2.54 §D = 058, p = 0.48). However, it was
observed that participants in low LOA moved much closer o the robot which repre-
sented more comfortability with it than participants in high DOA which sat further
away from the mbot.

4 Discussion and Conclusion

Most of the participants were comfortable interacting with a robot. The results mvealed
that the guality of interaction, as measured via Auency, engagement, understanding and
comfortability of the interaction was influenced mainly by the mtemction of LOA and
LOT. The main effect of LOT had less influence compared 1o that of the main effect of
LOA but the interaction of LOA and LOT was significant acmss most of the variables,
Participants seem (o prefer less information (low LOT) when the mbot was operating
more autonomously (high LOA). They also seem o prefer mome mfomation (high
LOT) when they were more active with the mbot such as the case in low LOA mode.
This agrees with the findings in (Chen et al. 20018) where di ferences were not found in
the transpamncy level that included only status information and reason without LOA
involved. Incurrent study where the level of involvement of the paticipant vanes with
the LOA, it is noteworthy that the LOT preferred is influenced by the LOA the mbaot is
operating in.

This corroborates the characteristics of the visnospatial sketchpad (WS5F) working
principle as modelled by Baddeley (1975, 1986, 1997). It suggests a dissoci ation within
the VS5P. between active opemtions such as the movement of the mbot and a passive
store of information as the information displayed on the GUT (Bruyer and Scailguin
19498}, Even though, thers 15 a high cognitive dermand on the participants when activel y
invalved with the robot in a low LOA mode, the participants still handle more infor-
mation thigh LOT) since the information display was passive. This is in contrast to the
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soenario where the mbot was more autonomaous (high LOA)Y, with less cognitive
demand on the partici pant.

Future research should advance alongitudinal study, o increase familiarity with the
robot opertion and overcome the suspected naivety effect (Shah and Wiken 2011
Kirchner and Alempijevic 2002} of the older adults with the robot. We expect that the
mame the older adults et familiar with the opemtion of the mbot, their level of trust in
the robot may change and thus cause a change in their LOT demands as well.

Acconding to the parbicipants” moommendabons more awaréness might be
impriwed through voice feedback. This possibility is also supported by the suggestion
of (Sobceak-Edmans er al. 2006) indicating that some form of verbal representation of
information supports visual representations. This should be explored in future work o
imprive the shared control of the older adult with the table setting wbot.

Previous research in human robot collstbomtion discovered the effectiveness of
coondination in team peformance as presented in (Shah and Wiken 2001). Our work
further presents the potential of LOA in improving quality of interaction. This is
reflected in the various objective measumes taken for engpement, fuency, degree of
involvement and comfortability with the mbot where the LOA effect was signi ficant.
The low LOA enabled the participant to interact more with the robot by selecting the
spec fic 1lem that the mbot should pick up and the order of armngement. This inspired
greater collaboration with the robot. Tt enhanced the concept of shared control where
the user is more involved in the decisions and contml of the robot’s opemtions. This is
very entical o ensure that the older adult keeps active so as not w0 lose skills or
functionality of the muscles (Wu et al. 2004). This corresponds with the “use it or lose
it” logic presented by (Kateman 1995) in their study of older adult Tifestyle.

Mt studies which included some form of adaptive coonlination o improve the
collaboration betwesn the robot and the user (Huang et al. 200 5; Someshwar and Edan
2007y tried o reduce the completion time of the task. There was a trade off in this
curment study regarding degree of involvement and time o complete sk ie. at a
higher degree of user involvement, more time was spent 0 complete the task, It is
noteworthy that the focus for the target population 15 o ensure wser involvement o
avoid idleness and other negative outoomes of sedentariness and not speed. Momover,
mast participants expressed enjoyvment, and pleasure as they interacted with the mbot,
which suggests other masons for the longer interactive time. This can therefore be
considerad a5 a positive ootcome of the mteraction and a favorable contribution to
impriwe shared control in human-robot interaction scenarios such as this.
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7.2 Appendix B- study 1

7.2.1 BGU ethical committee

Ben-Gurion University of the Negev ~ Human Subjects Research Committee

Application for Approval to Use Humans as Subjects in Empirical Study

|. General

Name of Research Project: Different types of feedback in the system combine human-robot

To which agency is the proposal being submitted (or has been submitted): None

Principal Investigator/s (or academic supervisor/s):

Name: Vardit Sarne-Fleischmann Name: Yael Edan
Department: IE&M Department: IE&M
Academic position: Phd Academic position: Prof University Telephone: University
Telephone:

Mobile Phone: Mobile Phone:
University Email: varditf@gmail.com University Email: yael@bgu.ac.il

Other Email:
Other Email:

Name(s) of those conducting the research (if different from above):
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Name: Noa Markfeld Name:
Department: IE&M Department:
Academic position: BSc Student Academic position:
University Telephone: University Telephone:
Mobile Phone: 0522778341 Mobile Phone:

Email: noamark@gmail.com Email:

Il. Consent to Participate

1. Are the subjects able to legally consent to participate in the research? Dves/ [ INo
If you answered ‘No’ to question 1, complete section IIb

2. Will the subjects be asked to sign a consent form? Dves/ [ No
If you answered ‘No’ to question 2, explain here:

I1b: Subjects who cannot legally consent (minors, mentally incapacitated, etc.):

3. Will the subject's legal guardian be asked to sign a consent form? [ Ives/ []

No If you answered ‘No’, to question 3, please explain here:

4. Will the subject be asked to give oral consent? [ ] Yes/ No ]
5. Avre the instructions appropriate to the subjects' level of understanding? L] Yes/ No []

Comments: In the case of minors - they will be asked to give oral consent, whereas their parents will
be asked to sign a consent form.

6. If informed consent forms will be signed, how will the informed consent forms be stored to

ensure confidentiality? All signed forms will be saved in a locked cabinet.

IIl. Discomfort:
7. Will the participants be subjected to physical discomfort? [] Yes [/
No
[]
8. Will the participants be subjected to psychological discomfort?: Yes/ No

If you answered “Yes’ to question 7 or 8, add here a detailed explanation of the

circumstances
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IV. Deception

9. Does the research involve deceiving the subjects? [ ves/ Xno

10. Is the decision on the part of the subject to participate in the study based on deception?

(For example, if they are informed of their participation only after the event.) [ves/ No
If you answered “Yes’ to question 9 or 10, add here a detailed explanation why deception is necessary:

V. Feedback to the Subject

Note: Although feedback to the subject is recommended for all studies, it is required for studies that involve
discomfort or deception. Feedback entails providing the subject, upon completion of the experiment,

explanation of the experiment and its aims.

11. Will the subjects be provided with post-experiment oral feedback? Yes/[_] No
12. Will the subjects be provided with post-experiment written feedback? [ Yes/ No

If you answered ‘No’ to both questions 11 and 12, explain here:

VI. Compensation for Participation
13. Will the subjects receive compensation for participation? [ves/ No
Detail here the type and amount of compensation:

If you answered ‘No’ to question 13, explain the basis for participation: a voluntary basis.

VII. Privacy:
14. Will audio and/or visual recordings be made of the subjects? Yes/ No a. [] If

N
yes, are they informed of this fact in the informed consent form?  Yes/ No I:l

15. Will the data collected (apart from the informed consent form) contain identifying details about

the subjects? DXves/ [ INo

a. If the data contains identifying details, please answer here: (1) What steps will you take to ensure
the confidentiality of the information? (2) How will the data be stored? (3) What will be done with

identifying information or recordings of the subjects at the end of the research?
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These measures will be analyzed using a video camera that documents the experiment and will
allow for accurate examination of the parameters after the end of the experiment. And the data will
be encoded and will be deleted after the research

VIII. Withdrawal from the Study:
16. Will subjects be informed that they may withdraw from the study at any time? Dves/ [ INo
17. Will the subjects’ compensation for participation be affected if they withdraw from the study

before its completion? |:| Yes/ No <]
a. If yes, are they informed of this fact in the informed consent form? [ ] Yes/ No L]

IX. Research Equipment

18. Does the research entail the use of equipment other than standard equipment, such as computers, video
recording equipment? Dlves/ [ INo

19. If yes, does the equipment being used meet safety standard for use with human subjects?

Yes / |:| No

Please specify which standards (include documentation where appropriate):

During the experiment, hands can be placed in the robot's work area. In order to deal with this situation,
we defined clear and defined areas for the individual where he is allowed to work. Morover, the robot
which will be used in the study is programmed to avoid collision and to slow down when approaching
any obstacle. It meets the 1SO 10218-1:2011 safety standard.

Signatories:

Name: noa markfeld Position: Student
Signature: Date: 18/4/2019
Name: Yael Edan Position: Professor

Signature: Date: 19/4/2019

- b,
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7.2.2 Pre-questionnaires

Dermographigue quaternaires
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NARS quaternaries
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7.2.3 Final questionnaires
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7.2.4 GUI screens

1. Finish setting the table
1NN NO™My N’y

NN Non

(@)

Figure 7- Finish setting the table

2. Bringing an object:

1 NX MPOY XN "AXR N NX 1'POY X'an "ax

1D "0

N NX 1'POV X'an Max

nnoy

3. stop Nnysan noynn

n1dy

O
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7.2.5 Experimental setting

7.2.6 User interface
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7.2.2 Results

Demographic analysis

education
Other PH.D Master degree |First degree [High school
amount 2 2 5 5 7
precentege 9.5% 9.5% 23.8% 23.8% 33.4%
Gender
Male Femael
amount 13 8
precentege 62% 38%
Pre - experiment
Paired Samples Test
Paired Differences
95% Confidence Interval of the Difference
Mean Std. Deviation Std. Error Mean Lower Upper t Sig. (2-tailed)
Pair 1 like1 - like2 3.000 ar7 218 2.466 3.534 13.748 000
Pair 2 convz - conv2 2.571 535 202 2.077 3.066 12.728 000
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7.3 Appendix C- study 2

7.3.1 BGU ethical committee

Ben-Gurion University of the Negev ~ Human Subjects Research Committee

Application for Approval to Use Humans as Subjects in Empirical Study

|. General

Name of Research Project: Different types of feedback in a human-robotic system
To which agency is the proposal being submitted (or has been submitted): None

Principal Investigator/s (or academic supervisor/s):

Name: Vardit Sarne-Fleischmann Name: Yael Edan
Department: IE&M Department: IE&M
Academic position: Phd Academic position: Prof
University Telephone: University Telephone:
Mobile Phone: Mobile Phone:
University Email: varditf@gmail.com University Email: yael@bgu.ac.il
Other Email:

Other Email:

Name(s) of those conducting the research (if different from above):
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Name: Noa Markfeld
Department: IE&M

Academic position: MSc Student
University Telephone:

Mobile Phone: 0522778341

Email: noamark@post.bgu.ac.il

1. Consent to Participate

1. Are the subjects able to legally consent to participate in the research? Dyves/ [INo
If you answered ‘No’ to question 1, complete section IIb

2. Will the subjects be asked to sign a consent form? Dves/ [ No
If you answered ‘No’ to question 2, explain here:

I1b: Subjects who cannot legally consent (minors, mentally incapacitated, etc.):

3. Will the subject's legal guardian be asked to sign a consent form? [ Ives/ []
No If you answered ‘No’, to question 3, please explain here:
4. Will the subject be asked to give oral consent? [] Yes/ No []

5. Are the instructions appropriate to the subjects' level of understanding? L] Yes/ No []
Comments: In the case of minors - they will be asked to give oral consent, whereas their parents will
be asked to sign a consent form.

6. If informed consent forms will be signed, how will the informed consent forms be stored to

ensure confidentiality? All signed forms will be saved in a locked cabinet.

I11. Discomfort:

7 Will the participants be subjected to physical discomfort? L] Yes /
No
1 X
8  Will the participants be subjected to psychological discomfort?: Yes/ No

If you answered ‘Yes’ to question 7 or 8, add here a detailed explanation of the circumstances
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1V. Deception

11. Does the research involve deceiving the subjects? [ ] ves/ XINo

12. Is the decision on the part of the subject to participate in the study based on deception?
(For example, if they are informed of their participation only after the event.) [Ives/ No

If you answered “Yes’ to question 9 or 10, add here a detailed explanation why deception is necessary:

V. Feedback to the Subject

Note: Although feedback to the subject is recommended for all studies, it is required for studies that involve discomfort or deception.

Feedback entails providing the subject, upon completion of the experiment, explanation of the experiment and its aims.

13. Will the subjects be provided with post-experiment oral feedback? Yes/[_] No
14. Will the subjects be provided with post-experiment written feedback? [ Yes/ No

If you answered ‘No’ to both questions 11 and 12, explain here:

V1. Compensation for Participation

13. Will the subjects receive compensation for participation? Yes/ [_INo
Detail here the type and amount of compensation: A bonus point in an automation course.

If you answered ‘No’ to question 13, explain the basis for participation:

VII. Privacy:

16. Will audio and/or visual recordings be made of the subjects? JZ[ Yes/ No []

17. a. If yes, are they informed of this fact in the informed consent form? > Yes / L] No
18. Will the data collected (apart from the informed consent form) contain identifying details about
the subjects? Dlves/ [INo

a. If the data contains identifying details, please answer here: (1) What steps will you take to ensure
the confidentiality of the information? (2) How will the data be stored? (3) What will be done with

identifying information or recordings of the subjects at the end of the research?
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Video recordings of the participants will be stored on BGU computer systems. Data can be
accessed only by authorized personnel who have personal passwords to the data.

VIII1. Withdrawal from the Study:

18. Will subjects be informed that they may withdraw from the study at any time? D<ves 7 L_INo

19. Will the subjects’ compensation for participation be affected if they withdraw from the study

before its completion? [] Yes/ No <]

L]

a. If yes, are they informed of this fact in the informed consent form? [ ] Yes/ No

IX. Research Equipment

18. Does the research entail the use of equipment other than standard equipment, such as computers, video
recording equipment? Dves/ [ INo

19. If yes, does the equipment being used meet safety standard for use with human subjects?

Yes / |:| No

Please specify which standards (include documentation where appropriate):
The mobile robot that we use, WYCA, has a built-in system that deals with this situation and

prevents the possibility of collision with objects and with the user himself.

Signatories:
9 Application for Approval to Use Humans as Subjects in Empirical Study
Signature: u(tp; fu_k, Date: 31/5/20 Name: __Yael Edan Position:

ﬂ Ben-Gurion University of the Negev ~ Human Subjects Research Committee
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7.3.2 Pre-questionnaires
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7.3.3 Post- trial questionnaire
Post trial questionnaire
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7.3.4 Final questionnaire

Final questionnaire-Telenrsing
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7.3.4 User interface

Front
camera

Backward
camera

Feedback
area

Primary task
area

Secondary task screen- (right panel)

Patients information

Patients name Caure of hosphalization measurement recent values pecial raquest

Blood Pressure: 107/90
Jonathan Sela bidnay stenes Body temp: 37.3

pulse: 15
Blood Pressure: 111783

Rotem Vibe Stomach infection Body temp: 38.6 Lactore intslarance
puse: 20

Participants’
information

Blocd Pressure: 120190
Oan Hamphri Stomach infection Sody tar: 0.1

Blood Presure: 140170
[ e vanwedion  knee trach e Body temp: 36.7
pulse: 12

Sensitivity to penicilin

Blood Pressuve: 110/60
Bl Waldeof Prevmons Sedytemp: 301 an extra pillows
pulse: 7

Abed nat to the window

Participant number:
Session color: [Graen
Questions

1. how many patients there are!

2. Mow many patients have &
3. Which of the patients has food intolerance?
4. Who has the highest temperature?

5. How many extra pilows the patients need?

Save answers!

80

37 dogrees?

Secondary
task area

]




Mean Completion time sec

140

100

7.3.5 Results

correlation between completeness answer and comletion time

Probability distribution:Normal
Link function:ldentity

81

Feedback
Type

3

session1-C: time by answers by Type session 2- Completion time sec by completes by Feedback Type session 3- Completion time sec by Completes by Feedback Type
Feedback Feedback
Type . Type .
— 3 . / = .
/ A
: W H
1 = / \ o —
K pa—— o —t // \
Completes ’ ‘ Completes ' Completess answer
Completion time
Feedback Type
1100
100.0
g
]
E 90.07)
3
E 80.0
-]
(5]
70,0
60.0 T T T
1.0 20 3.0
Feedback Type
OP GLMM results
Source F dft df2 Sig.
Corrected Model ¥ 2317 5 113 .048
FeedbackType 3.957 2 113 .022
location 0.651 1 113 422
FeedbackType*location 1627 2 113 201



7.4 Appendix D- Table clearing

Evaluating levels of automation and feedback in an assistive robotic table
clearing task for eldercare

Dana Gutman, Noa Markfeld, Samuel Olatuniji, Shai Givati, Vardit Sarne-Fleischmann,
Tal Oron-Gilad, Yael Edan
Ben-Gurion University of the Negev, Beer-Sheva, Israel

Abstract

Eldercare involves tending for older adults to meet physical, cognitive, emotional and social needs. It has been estimated that
about 20-30 percent of the ageing population require some support, but without sufficient caregivers, supply is lower than
demand. Moreover, the CoVID-19 pandemic situation places many older adults in dire situations where they must be isolated,
and socially distant. This study highlights the potential role that assistive robots could play in offering support at home for the
older adults. Particularly, how the level of autonomy of the robot affects interaction and satisfaction. We focused on the use of
an assistive robot for a table clearing task while evaluating the level of automation (LOA) and feedback mode that influences
suitable and successful interaction of the older adults with the robot. Three LOA modes and three modes of feedback were
evaluated in a between-within experimental design setup. Twenty-two older adult, participants interacted with the robot in the
table clearing task. Assessment of the interaction was carried out objectively and subjectively. Results revealed the potential of
the assistive robots to support the older adults in the task. Implications of the three LOA modes and their relationship with specific
forms of feedback were shown to promote successful interaction of the older adults with these assistive robots.

1 Introduction

Eldercare encompasses various activities to attend older adults’ physical, cognitive, emotional and social needs (Bauer
& Sousa-Poza, 2015). These activities vary (Smarr et al., 2012): from activities of daily living (e.g. bathing, dressing),
instrumental activities of daily living (e.g. cleaning, meal preparation) to enhanced activities of daily living (e.g. learning
new hobbies, or assistance with obtaining new skills). With the growing dearth of caregivers (Bogue, 2013; Super,
2002) assistive robots can become vital in ensuring older adults maintain their independence at home (Allaban, Wang,
& Padir, 2020; Smarr et al., 2014). The COVID 19 pandemic worsened the isolation of elders due to the need to
maintain social distancing, further emphasizing the need for acceptable robotic solutions for them.

Assistive robots can support human users (Pfeil-Seifer & Mataric, 2005) in many domains. Applications include
eldercare (Frennert, Aminoff, & Ostlund, 2020), rehabilitation (Fiorini et al., 2019), telenursing (Chen et al., 2020) and
companionship (Lee, Kim, Kim, & Kwon, 2017). Deployment however, to date, is very limited (Zhang & She, 2020).
Previous studies revealed that older adults were generally open to robotic assistance in instrumental activities of daily
living, specifically, activities such as cleaning and clearing emerging as household chores where support is desired (Hall
et al., 2019; Smarr et al., 2014, 2012). There are however no or rather limited robots available for the variety of
cleaning and clearing tasks in homes, apart from floor cleaning robots (Prassler, Ritter, Schaeffer, & Fiorini, 2000). This
leads to the need for more robotic developments in the area of cleaning and clearing which involves robots capable
of taking away certain items from the table (i.e., robotic arms) with consent of the user and without overriding the
preferences of the user (user-centric perspective) (Masuta, Hiwada, & Kubota, 2011; Prassler et al., 2000; Smarr et
al., 2014).

Assistive robotics development focused mainly on development of the software, hardware and control architecture
necessary for the robot to successfully perform their designated tasks (Suzuki et al., 2019). Such developments have
contributed immensely to robots’ capabilities to perform object identification and manipulation, as it takes items from
the table (Masuta et al., 2011; Scopelliti, Giuliani, & Fornara, 2005). While these developments have largely emerged
successful (Chong et al., 2004; Suzuki et al., 2019), very few studies investigated the interactive role that the robotic
arm plays in the different phases of the table-clearing task particularly for the older adult population (Bauer & Sousa-
Poza, 2015; Johnson et al., 2020; Portugal, Alvito, Christodoulou, Samaras, & Dias, 2019; Zafrani & Nimrod, 2019).
Identifying needs of the older adult population is crucial due to the peculiarities in physical, cognitive and perceptual
capabilities compared to other users (Czaja et al., 2019; Mitzner, Smarr, Rogers, & Fisk, 2015).
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It is important to ensure that the older adult user stays in control of the process without being overburdened by the
task (Czaja, Rogers, Fisk, Charness, & Sharit, 2009). This enables to maintain the interests, preferences and active
engagements of older adults in the process while avoiding dissatisfaction (Kaber, 2018), frustration (Scopelliti et al.,
2005) or a sedentary lifestyle which could evolve as a result in an unbalanced robot-user role allocation (Czaja et al.,
2019). It is also important to ensure balance in the roles of the robot to avoid extremes of overreliance on the robot,
misuse or disuse of the robot’s automated capabilities (Parasuraman & Riley, 1997). A strategy proposed and tested
in different domains is through the introduction of appropriate levels of automation which can be generally defined
as the degree to which automation is employed in the task (Parasuraman, Sheridan, & Wickens, 2000). In the context
of robot-aided table clearing for older-adults, it can be explained as the extent to which the robot participates in the
task of clearing the table.

There are differences in the perceptual capacities and cognition of older adults compared to younger adults (Mitzner
etal., 2015). Itis crucial to consider the processing speeds, attention and memory capabilities of older adults to ensure
that they are constantly informed regarding the robot’s activities as it carries out the task (Beer et al., 2012; Hellstrém
& Bensch, 2018). This is related to the feedback provided by the robot which can be defined in this context as the
information provided by the robot to the user regarding its intentions, reasoning, plans and actions (Lyons, 2013;
Mirnig & Manfred, 2015). This information can be encoded through different modalities (visual, audial, haptic or multi-
modal) through which the robot communicates the information to the user (Mirnig, Weiss, & Tscheligi, 2011). The
effectiveness of these modes for the older adult population is influenced by the peculiarities, age-related differences
and perception-related challenges of the older adults (Cen-Cenelec, 2002). The applicability of the various feedback
modes may differ depending on the LOA the robot is operating in (Olatunji et al., 2020). This underscores the aim of
this study which is to develop LOA modes and feedback modality combinations and evaluate their mutual influence
on the quality of interaction of older adults with a table-clearing robot. The goal is to identify suitable LOA-feedback
mode combinations that facilitate successful and satisfactory interactions.

2 Methods

2.1 Overview

The current research looked at the application of three different levels of automation (LOAs) and three modes of
feedback in a robotic table-clearing task with a robotic arm. The task involved the robot clearing eating utensils (e.g.,
plate, fork, knife) and placing them at another location. LOA and mode of feedback were the independent variables
evaluated while overall task performance, user perception and preferences regarding the interaction with the robot
were assessed as dependent variables. The experimental system, development of LOA and feedback modes, as well
as, their evaluation in user studies are described in the following subsections.

The hypotheses for the study are presented as follows:
H1: LOA will affect the interaction between the user and the robot
H2: Feedback will affect the interaction between the user and the robot

H3: LOA and feedback will have an interaction effect on the interaction variables.

2.2 The experimental system

The table clearing system consisted of a robot and a screen-based graphic user interface for user-robot
communication. The KUKA LBR iiwa 14 R820 cobot with 7 degrees of freedom was used to reach the various positions
on the table in poses convenient for the user (Figure 1). It was equipped with a pneumatic gripper to pickup the cups
and suction to handle the utensils.
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Manipulator

Figure 13. KUKA robot used for the table clearing task
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Figure 14. The robot’s range of movement on the table

The tasks were programmed using Python and executed on Robot operating system (ROS) platform (Schaefer, 2015).
The suction and external feedback was setup with a Raspberry Pi which was connected to the robot controller. A
graphical user interface (GUI) was developed and used on a PC screen, which was located on a desk to the left of the

user (Figure 3) to instruct the user and provide feedback.

Figure 15: A participant using the GUI to instruct the robot, note the location of the utensils in front of the user.

2.3  LOA modes

The LOA was developed to ensure that the older adults remain in the loop of the robot’s operation at every LOA level
and to maintain the availability of the robot to support at every level. This was implemented by varying the robot’s

84



degree of involvement in the decisions required for the table clearing task across each of the LOA modes. These
decisions include a) when to start the process of clearing, b) what items to take, c) when to take specific items and d)
when to stop in the process and are detailed and shown in Figures 4.

High LOA (Figure 4a). The highest degree of robot involvement in the decision-making process with the least user
involvement. The robot performs the entire task of clearing the items from the table once the user initiates the
process. The user is involved only in initiating the process. The user can stop the robot at any point by pressing the
emergency STOP button.

Medium LOA (Figure 4b). A moderated degree of robot involvement in the decision- making with more user
involvement. The robot seeks the consent of the user before taking each item from the table. The robot suggests
removing a specific item and the user must approve the action. If approved, the robot performs the operation. If the
offer is not approved, the robot offers to take another item from the table till all items have been considered.

Low LOA (Figure 4c). The user’s degree of involvement in the decision making is the highest while the robot acts
according to the user’s commands. The user initiates the process, decides upon an item s/he desires to take off the
table and instructs the robot to clear the desired item. The robot clears the item requested and waits for the next
instruction without suggesting any specific item to be cleared.
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2.4  Feedback modes

Three feedback modes were designed to ensure that sufficient information is provided to the older adult users to
keep them informed (Mirnig et al., 2014) while ensuring not to overload them with information (Lyons, 2013).

i GUI screen. Each time the robot brings a certain tool to an elderly person, a message appears on the GUI

screen providing details (Figure 7).
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ii. LED. Each time the robot brings a certain tool to an elderly person, the LED on the end of the robotic arm
turns green (Figure 8).

iii. Voice recordings. Each time the robot brings a certain tool to an elderly person, a recording is played
detailing what the robot is doing.

Put the screen
enlargement here

Explain in more detail
about the LED as it is hard
to see. Also, why LED is
important, this was not
included in the introduction

Voice, explain where the voice comes from, what kind of | Specify the text
voice

Figure 19: A participant experiences feedback from the robot through the GUI

Figure 20: A participant experiences feedback from the robot through LED

2.5 Participants

22 older adults (9 Females, 13 Males) aged 70 to 86 (mean=74, SD=4.12) participated in the study. 2 of the participants
possessed a Ph.D., 5 had a master’s degree, 8 owned bachelor’s degree, 7 had a high school-based education and 3
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were of alternative education. Participants were recruited through an ad which was publicized electronically. They
were healthy individuals with no physical disability who came independently to the lab. Participant completed the
study separately at different timeslots, to ensure no contact between them.

2.6  Experimental Design

The independent variables were the LOA modes and feedback modes while the dependent variables were interaction-
related variables (detailed in subsection 2.7). The experiment was set with a mixed between and within participants
design with the LOA modes as the within participants variable, and the feedback type as the between participants
variable. Participants were assigned randomly to one of the three feedback types conditions. All participants
completed the same table clearing task for the three levels of automation. The order of the three iterations was

counterbalanced between participants, to accommodate for potential bias of learning effects.

Table 7. Experimental Conditions.

LOA
Low Medium High
i Condition 4-MG
Condition 1 - LG Condition 7-HG
User chooses which item Robot suggests the item . .
Robot implements all actions
- the robot clears each time to clear, awaiting user
S except user vetoes.
© and consent before proceeding.
. . User receives visual feedback
receives visual feedback User receives visual feedback
through the GUI screen through GUI screen through GUI screen
Condition 5-ML
Condition 2-LL Condition 8-HL
Robot suggests the item
User chooses which item the Robot implements all actions
S to clear, awaiting user
% ,_.Q_‘ robot clears each time except user vetoes.
g = consent before proceeding.
w and receives visual feedback User receives visual feedback
User receives visual feedback
through LED through LED
through LED
Condition 3-LV Condition 6-MV
Condition 9-HV
User chooses which item the Robot suggests the item
Robot implements all actions
o robot clears each to clear, awaiting user
2 except user vetoes.
S time and receives audial consent before proceeding.
User receives audial feedback
feedback through voice User receives audial feedback
through voice recordings
recordings through voice recordings
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2.7 Dependent measures

The interaction-related variables were assessed objectively and subjectively (Table 2). The objective measures that
were collected during each trial included effort, accuracy, efficiency, engagement, comfortability, fluency and
understanding, as detailed below. Subjective measures assessed via questionnaires included reliability, satisfaction,
understanding, engagement, and comfortability.

Table 8. Dependent Variables

Dependent Variable Measurement

Effort Heart rate change
Accuracy Number of errors that occurred during the trial? Entire
task?
Efficiency Efficiency = 1 — time oj.” trial i .
total duration of trials
i = trial number
Gaze duration at the robot - The length of time the
participant looked at the robot out of??? Per trial, per task,
per experiment - explain
Gaze duration at GUI - The length of time the participant
Engagement looked in the direction of the GUI screen out of ??? Per trial,
per task, per experiment - explain — what about number of
Objective times it looked? Or is this not relevant??
measures Gestures - The number of gestures made by the participant
towards the robot during the task
Comfortability A categorical variable between 1-3 representing the
proximity of the participant to the robot. 1 represents a
distance away from the robot and 3 represents a very close
proximity so that the participant touches the table surface.
Fluency Idle time (in sec?)
Understanding The number of clarifications made by the participant during
the experiment
Order of LOA trials A categorical variable between 1 and 3 representing the
order of the automation levels experienced by the
participant.
Perceived How much the person perceives the robot as reliable?
Reliability
Subjective Satisfaction The degree of contentment the person experiences
measures Understanding The extent to which the person comprehended the task

Engagement

The felt- involvement of the participant in the task

Comfortability

The amount of comfort the person experiences during the
task

89



2.8 Procedure

Participants were invited to the lab one at a time. Following consent participants were asked to complete a preliminary
guestionnaire consisting of demographic questions, Technology Adoption Propensity (TAP) (Ratchford & Barnhart,
2012) and Negative Attitude toward Robots Scale (NARS) (Syrdal, Dautenhahn, Koay, & Walters, 2009). Then, they
were assigned a group (with one particular feedback mode) and participated in 3 table clearing task sessions
corresponding to 3 different LOA modes. Participants completed a short post-session questionnaire after each task
clearing trial and a final questionnaire at the end of the three sessions. The post-session questionnaire used 5-point
Likert scales with 5 representing "Strongly agree" and 1 representing "Strongly disagree". The final questionnaire
addressed the differences perceived by the participants between the three trials.

2.9  Analysis

A two-tailed General Linear Mixed Model (GLMM) analysis was performed to evaluate for a positive or negative effect
of the independent variables. User ID was included as a random effect to account for individual differences. LOA and
feedback type were utilized as fixed factors while all objective and subjective variables were used as dependent
variables.

3 Results

3.1 Demographic Analysis

3.1.1 TAP - Technology Adoption Propensity

The majority (75%) of the participants firmly believed that technology provides increased control and flexibility in life.
However, 40% of them reported low self-confidence regarding the general sense of being technological, as well as
regarding their ability to quickly and easily learn the operation of innovative technologies. Only 5% of the participants
reported high confidence in quickly learning such innovative technologies. The remaining 20% were indifferent.
Nevertheless, 75% of the participants reported that they enjoy acquiring new technological skills. About 40% of the
participants believed that they are being overly dependent on technology and even enslaved by it, while 27% were
indifferent about it.

3.1.2 NARS - Negative Attitude toward Robots Scale analysis

Twenty percent of the participants had low negative view of robots, 20% had high negative attitude and 60% were
neutral (mean= 13.5, SD=5.56). Additionally, 20% had highly negative attitudes toward situations which include
robots, 30% were neutral while 50% had low negative attitude toward such situations. 30% had highly negative
attitudes toward robot’s social influence whereas 70% were neutral. With regards to the concept of robots having
emotions, 30% had a highly negative attitude toward the concept, 40% were indifferent and 30% had a low scale
negative attitude towards it.

3.2 User perception and preferences

The majority (86%) of the participants responded that they were not stressed about interacting with the robot, while
7% indicated otherwise. A depiction of the level of satisfaction of the participants is presented in Figure 9. The vast
majority of the participant (18 participants in the high LOA, 17 in the medium LOA and 15 in the low LOA) reported
that they were very satisfied when interacting with the robot.
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Regarding reliance on the robot, 6% of the participants indicated that they fully trusted the robot, while about 11%
said they did not feel they could trust the robot. The participants who had doubts about the robot said it was related
to robot errors during the mission. The more the robot made mistakes, the lower the perceived reliability was
(Pearson correlation = 0.426).

Half of the participants (50%) preferred the high LOA with 41% of the participants indicating that they would like to
use the robot in a daily task such as clearing the table, while about 27% did not indicate such interest (Figure 10).
Some participants noted that the size of KUKA may be too large for their home and preferred a more portable robot
to perform the same operation.

@ low LOA Middle LOA = High LOA

Figure 22. LOA preference ( percentage of participants)

3.3 Order effect

The order in which the participants experienced the LOA mode (which was random for each participant) had an impact
on their satisfaction (p=0.003), and on their LOA preference (p=0.002). The significant difference in preferences was
when the order of LOA did not occur in order of increasing LOA: 2->1->3 or 3->1->2.

Most of those who experienced a low and then high level of automation felt that control was taken away from them.
They made comments such as, "Why is he (the robot) not listening to me this time?", "Let's see if he brings the kind
of item | want when he did not ask for my opinion".
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3.4  Objective performance

Results reveal that the LOA mode had more significant effects on most of the objective variables: on accuracy (M=0.18,
SD=0.39), efficiency (M=70.21, SD=14.69), gaze GUI (M=17.96, 11.84) and fluency (M=57.13, 14.63) confirming H1.

Feedback, and the interaction of LOA mode and feedback was significant on some variables (confirming H2 and H3).
Feedback and the interaction variable between LOA and Feedback (Feedback*LOA) had significant effect on accuracy
(detailed in Table 3).

Table9 . Summary of assessments (significant results are marked)

Effort Accuracy Efficiency Engagement
HR Errors Total time Gaze GUI Gaze robot
LOA 912 .012 .000 .000 .009
Feedback .128 .037 .819 .465 .587
LOA * Feedback .376 .012 .861 747 .938
Fluency Comfortability Understanding
Human Proximity Questions
idle time
LOA .001 134 .101
Feedback .244 .082 723
LOA * Feedback .545 .738 .150

There was also an interaction effect of LOA and feedback on the number of gestures expressed by the participant to
the robot during the experiment (p=0.017).

4 Discussion and conclusions

The research demonstrates the influence of LOA and feedback on different aspects of interaction of older adults
with an assistive robot. The experimental results give insights into preferences and expectations of the older adults
in the assistive task of clearing a table. Some of the major findings are discussed as follows:

4.1  User perception towards the assistive robot

Most of the participants expressed their willingness to use the robot or a similar one in their home to assist them,
emphasizing the relevance of the developed system. This is consistent with previous research that older adults
expressed interest in the robot assisting with difficult tasks, saving time, performing undesirable tasks, reducing
effort, and performing tasks at a high-performance level (Fausset at el., 2011). For an older adult to accept
technology, such as robotics, the benefit has to be clear (Ezer at el., 2007; Caine at el., 2009). Many of these tasks
were physical in nature (e.g., cleaning kitchen or Bathroom) (Beer et al., 2012). However, a considerable number of
the participants reported that they would prefer a smaller version of the robot since they lived in a small apartment
home, where space was limited. Therefore, the robot design must be adapted to fit the working environment
constraints. Some participants also suggested that the robot should give more feedback after the task to update the
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user on the actions that have been carried out.

4.2  Characterizing the effect of LOA and feedback on the interaction

Most of the participants were comfortable interacting with the robot and also trusted the robot. Trust is an
essential element for older adults and robot care providers to work effectively (Czaja et al., 2019). The vast majority
of the participants felt the difference between the various levels of automation, and noted preference for the highest
level of automation. This could be due to the least idle time which the high LOA produced, which is a desirable in
the behaviour of most assistive robots (Smarr et al., 2014). It could also be due to the order effect of the LOAs
experienced.

It was also observed that participants made the highest number of gestures to the robot at the highest LOA mode.
This, on one hand could indicate engagement of the users but on the other hand could also indicate some form of
desire for more communication with the robot, which was not as prominent as in the highest LOA. This emphasizes
the importance of feedback, since that is what carries the user along in the task (Lyons, 2013). Examining the type
of feedback, it appears that at the high level of automation, when the feedback was provided as voice recordings,
the difference was most significant. This seems to point to the relevance of voice feedback for assistive robots in a
social setting as used in this study. Voice feedback tends to engage the users more, giving the robot some form of
personality as companion carrying out the task alongside the user (Avioz-Sarig, Olatunji, Sarne-Fleischmann, & Edan,
2020). The preferred type of feedback was voice recording feedback. It is therefore not surprising that the
combination of the voice feedback and high LOA tends to increase the participant's involvement, especially at a high
level of automation. It is recommended that these observations be further investigated in other scenarios, with
other kinds of tasks, other forms of feedback and additional measures for engagement.

It was also observed that feedback through the GUI screen for this task was not as effective because the
participants rarely looked at the screen, probably because they were concentrated on the robot. Therefore, it is
recommended to further examine other types of feedback that could be suited for the task such as haptic feedback
or a screen on the assistive robot itself. However, these observations could also be due to the novelty effect, after
a certain period of time users might become accustomed to the robot and prefer visual feedback like a GUI screen
or a different LOA mode.

4.3 Limitations and Future work

The observation made regarding the effect of the order of LOA experienced revealed the necessity to ensure that
the order participants experience the LOA modes should be carefully considered. It is important to ensure that
participants do not experience the feeling of control being taken from them. Thus, it is recommended to gradually
increase the control the participants experience in future studies. This can help prevent the bias that may be
introduced into satisfaction or fulfilment they receive while interacting with the robot.

LOA design was suited for the table setting task and may not have incorporated all interaction-related behaviours
of the robot that could influence the preferences of the older adults. Some other details in the information
processing and communication with the user could also be moderated in terms of different degrees of robot’s
involvement. This gives the opportunity to further expand the definitions and applications of LOA to other aspects
of the interaction.

The older adults in this study were mostly healthy, physically and cognitively fit participants. Further studies
should explore the possibility of examining the system with other categories of older adults who may have different
forms of physical or cognitive challenges. Long term studies could also be conducted to explore the possibility of
adaption which could influence LOA and feedback preferences.
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