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Abstract

Life expectancy is rising resulting in a rapidly growing increase in the world’s elderly
population. In contrast, the population of caregivers is decreasing in relation to the number of
older adults leading to an increased need in finding solutions that will make it possible to deal
with the lack of caregivers in hospitals, care centers, and homes. A possible solution to
overcome this problem is the development and use of assistive robots (AR) and more
specifically, the development of mobile robotic telepresence (MRP) which enable robots to be
controlled remotely. As robots become more and more capable and autonomous, the use of
robots in daily tasks by nonprofessional users will increase. In order for such MRP systems to
provide assistance in daily and healthcare tasks, additional research is needed to ensure smooth
and efficient interaction. One aspect of the interaction is to make the MRP systems more

understandable to their operator and to the environment.

This research examined the interaction and understanding between MRP systems and
technological and non-technological operators. Creating a successful and understandable
interaction is a challenging task. Some of the critical factors in human-robot interaction are the
feedback and the way that the robot communicates with the user. To achieve this, robots must
be able to convey information to the user in the right way and help the user understand their
decisions, the thoughts that led to the decision, and their actions. In this thesis, we examined
how feedback and explanations from the MRP system should be communicated to the user,

what information should be communicated to the user and when it should be communicated.

The first part of the research examined an MRP system in a simulated healthcare setting to
assist caregivers to perform their daily tasks, such as providing medication and food and taking
measurements from patients while they perform a secondary task (e.g., filling out forms) and
tried to answer the question of how feedback and explanations from the MRP system should be
communicated to the user. We designed and evaluate two interaction modes that are different
in the way that the users receive the information from the robot, denoted as proactive and
reactive interaction modes. The effect of the two interaction modes on performance and user
perception was evaluated with 50 participants that were divided into two groups - 40
engineering students (defined as the technological group) and 10 healthcare students (defined
as the non-technological group). In this experiment, two different user interfaces for each of

the interaction modes were implemented on a Keylo Wyca MRP to test their effect.



In the second part, the experimental setting was arranged to resemble a complex clinic that
contained obstacles and patients and the task was to control the MRP system and by receiving
explanations from it, to succeed in overcoming obstacles to reach the patients and provide them
appropriate treatment. This part examined what information should be communicated to the
user and when it should be communicated. We proposed two levels of clarity — high and low
and two levels of explanation patterns — dynamic and static. Based on these, we designed three
different levels of explanation (LOE) — high, medium, and low. The evaluation was conducted
for two conditions related to time criticality, with and without a time limit. Two different groups
of engineering students operated an MRP robot, the Keylo Wyca robot, in a healthcare
simulated task in our labs. Each group which included 30 students (a total of 60 students in both
groups) experimented with a different condition with an interface specially designed for the

condition.

The main conclusion from the first study was that the proactive (‘Push’) interaction mode was
the preferred way to communicate with the user and enhances performance, understanding, and
reduced workload of the users compared to the reactive (‘Pull’) interaction mode. We also found
that the users' understanding of the robot had a significant impact on all the other variables that
were tested. It improves performance, satisfaction, and situation awareness and reduces the
workload of the users. From the second study, we found that high LOE was preferred for the
‘without time limit' condition for both completion time and adequacy of explanation. It was
further found that both, high and medium LOEs were fluent and trusted in the case of the
'without time limit' condition. However, in the 'with time limit' condition, high and medium

LOEs were similar and preferred in all measures compared to low LOE.

This research presents the importance of the way of interaction between humans and robots and
emphasizes the need for the robot to be understandable and how this can be done by adjusting

the correct LOE in different situations.

Keywords: mobile robotic telepresence (MRP), interaction modes, explanation, understandable,

level of explanations (LOE), proactive, reactive, clarity, patterns.
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Chapter 1. Introduction

1.1 Overview

The elderly population rate is growing rapidly (United Nations, 2020) which causes an
increased demand for healthcare services. The shortage of healthcare professionals and
caregivers to cope with this increasing demand leads to an increased need in developing
solutions to handle this problem (Murray, 2002; Nora, 2002). In addition, the Covid-19
pandemic emphasized the need for remote work and social distancing. The development of
assistive robots has become a promising solution to deal with these problems (Broekens et al.,
2009; Shishehgar et al., 2018). Assistive robots enable to support older adults and caregivers in
homes, hospitals, and care centers (Aymerich-Franch & Ferrer, 2020; Broekens et al., 2009;
Tavakoli et al., 2020). In this research, we focused on mobile robotic telepresence (MRP) which
is a specific form of assistive robots that can be controlled remotely and can perform tasks
automatically providing a possible solution to these problems. However, their use still has many
challenges such as the way the robot communicates and interacts with the operator, and how to

make the robot understandable to the user in different situations.

The feedback from the robot and the way it communicates is a critical factor for the success of
interaction between the human and the robot during a task (Agrawal & Yanco, 2018a). In
addition, the increase in robot autonomy enables robots to make decisions and execute them,
but without explaining their reasons, they become not understood. The robot needs to help the

user to understand its decision and why it takes them (Fong et al., 2002).

There has been a constant growth of studies regarding the way of communication and
understanding between humans and robots due to the great importance of these issues to

improve human-robot interaction.

This research examined the interaction and understanding between MRP systems and
technological and non-technological operators. Creating a successful and understandable
interaction is a challenging task. Some of the critical factors in human-robot interaction are the
feedback and the way that the robot communicates with the user. To achieve this, robots must
be able to convey information to the user in the right way and help the user understand their
decisions, the thoughts that led to the decision, and their actions. In this thesis, we examined
how feedback and explanations from the MRP system should be communicated to the user,
what information should be communicated to the user and when it should be communicated.

This research focuses on two main gaps that remain understudied and unanswered. In the first

1



part, which addresses the how aspects, we implemented two different interaction modes —
proactive and reactive and compare them on interaction aspects. In the second part which
focuses on what and when aspects, we focused on developing three levels of explanation to

improve the operator's understanding of the robot.

1.2 Background and problem description

1.2.1  Assistive Robots

Assistive robots are defined as fully or partially automated technologies (Bartneck & Forlizzi,
2004; Naneva et al., 2020) that are developed to be socially intelligent and interact naturally
with humans to help increase the quality of life in a variety of applications such as health,

communication, and education (Naneva et al., 2020; Pieska et al., 2013).

Assistive Robotics (AR) has emerged as an important goal in the field of social robotics.
Beyond the basic capabilities of moving and acting autonomously, the development of these
robots focused on the use of the robot's physical embodiment to communicate and engagingly
interact with users through social and emotional intelligence that could enable the robot to sense
and interpret various human emotions, moods, and attitudes to guide its interaction and
communication and to be guided by social norms, values and demands (Feil-Seifer & Mataric,
2011; Tapus et al., 2007). Examples of social robot applications include conversational robots
(Sabelli et al., 2011), companionship robots (Breazeal & Scassellati, 2000), pets (Wada &
Shibata, 2007), therapeutic aids (Dautenhahn, 2003), and toys (Fong et al., 2002). In AR, the
robot's goal is different from that of a social robot in that its purpose is to create a close and
effective interaction with the human user in order to assist and achieve measurable progress in
specific applications such as convalescence, rehabilitation, and learning and not just for the
sake of interaction itself (Feil-Seifer & Mataric, 2011). Designing such a robot raises many
challenges due to the many requirements to consider, depending on the goal, the person using

it, and the environment of the robot.

Evidence and research from the behavioral and neuroscience sciences demonstrate that people
experience interactions with agents who are physically embodied, like robots, more fun and
motivating than interactions with screens. In addition, people are more likely to be active,
change their behavior and learn in such a context (Matarie, 2017). This gives a strong
motivation for AR design and development, which have gained increased attention in

applications such as health care, education, entertainment, and elder care (Tapus et al., 2007).



It is easy to imagine how such robots can monitor and develop physical, cognitive, and social
development and help patients in hospitals, people in rehabilitation, and older adults (Matariz,
2017). But there are still a lot of challenges and issues that must be solved for assistive robots
to be able to address the various needs in the best and the possible way such as levels of
automation (LOA) (Vagia et al., 2016), acceptance of robots by users (Broadbent et al., 2009),
the way of communicating with the robot and the interaction with it (Agrawal & Yanco, 2018),
and making the robot more understandable (Fong et al., 2002).

1.2.2 Mobile Robotic Telepresence (Tele-Operated Robots)

Telepresence is about the sense of being in another environment. In particular, Mobile Robotic
Telepresence (MRP) offers the ability to connect to a remote location with the added value of
navigating and performing various operations (Kristoffersson et al., 2013). An MRP is a robot
that is controlled by a remote operator and performs tasks and services as if the operator was
on the spot (Van Osch et al., 2014).

MRP systems are becoming increasingly popular within certain application domains such as
healthcare environments, independent living for the elderly, and office environments. They
offer obvious benefits in terms of assisting the healthcare system (Tavakoli et al., 2020), and in
performing operations for a caregiver as pre-diagnosis, food delivery, or monitoring. The ability
to remotely perform a variety of tasks through robots contributes to workload reduction in
hospitals supporting staff by performing assistive functions (Aymerich-Franch & Ferrer, 2020).

Usually, the operator controls the MRP system through a dedicated operator interface. The
operator interface is one of the most important components in the MRP system and it influences
many parameters such as effectiveness, security of operations, and workload. The functions,
the design, and how the information is transmitted from the robot to the operator are critical to

creating conditions for the system's success (Labonte et al., 2006).

Caregivers usually have multiple tasks to perform (e.g. monitoring patients while filling out
reports and attending bystander inquiries). Hence, to ensure that the collaboration with the robot
will improve their efficiency and performance they must perform tasks in parallel to the robot.

In order to effectively control the robot, remote operators must be aware of several types of
interactions that occur simultaneously such as human-robot interaction, which is the interaction
that occurs between the MRP and the persons in the environment of the MRP system, human-
computer interaction, which is the interaction that occurs between the operator and interface of

the MRP, and human-human interaction which occurs between the persons in the MRP



environment and the operator. All these interactions create a lot of information that the operator
must absorb and respond to (Bolarinwa et al., 2019; Kristoffersson et al., 2013; Lee &
Takayama, 2011). Therefore, it is important to convey the information to the operator in a
correct way and in a form that is clear and understandable to him. Accordingly, this thesis
focused on interaction modes (how the information is transmitted to the operator) and different

levels of explanation (what and when information is conveyed).

1.2.3 Robot Feedback

The “Feedback loop” is an important feature of interactive systems. It represents the nature of
the interaction between a person and a dynamic system. The user provides input to the system
in order to achieve a goal, gets an output reply from the system (feedback), and interprets it
(Dubberly & Pangaro, 2019).

In this manner, the robotic system may provide feedback about a task and its progress as well
as about safety concerns associated with the task and/or the environment (Kuffner, 2018).
Feedback is an important factor in human-robot interaction (Mirnig et al., 2020). Properly timed
feedback encourages natural flow in the communication among the system elements and makes
the robot more understandable (Tsui et al., 2011). In addition, feedback has been identified as
a crucial factor in increasing trust in robots during human-robot collaboration missions.
Feedback from the robot can help people assess the robot's internal state and overall goals. This
importance is intensified when humans and robots cooperate in performing different tasks
(Agrawal & Yanco, 2018).

The feedback can be provided in different modalities. Robots can provide information to
humans through tactile devices (Dzindolet et al., 2003; Khoramshahi & Billard, 2020), verbal
feedback (Céspedes et al., 2020; Shishehgar et al., 2019; Markfeld et al., 2019; Markfeld et al.,
2020), and visual feedback (Céspedes et al., 2020; Ferris & Sarter, 2008) like screens and more.
Similarly, humans can communicate with the robot in several modalities, including gestures,

and voice, using a touch screen and interfaces (Berg & Lu, 2020, Gutman et al., 2023).

The type of feedback can impact system performance, especially in an environment in which
conditions change over time (Doisy et al., 2014). Furthermore, feedback is critical for the usage
of learning robotic systems by non-expert users (Rouanet et al., 2013). However, not every type
of information is beneficial and it is necessary to find the right balance between increasing the

system performance and not overloading the user (Doisy, 2014).



Two main factors that affect the interaction between a human and a robot are how the feedback
is transmitted to the operator (defined as interaction modes) and the timing of the feedback
(Mirnig et al., n.d.).

1.2.4 Timing of feedback

Timing of feedback is another critical feature for successful human-robot interaction (Mirnig
etal., n.d.). Adequately timed feedback can maintain true understanding during communication
between the person and the robot. Providing feedback too late may be confusing (Mirnig et al.,
n.d.). Alternatively, feedback given too soon will not be linked to the status of the robot or the
mission performed. Moreover, the temporal proximity between user input and the robot's
reaction is an important characteristic of natural interaction (Fischer et al., 2013). On the other
hand, there is also a drawback between proximity feedback and action, since feedback given
during tasks can interrupt the performance, interfere with the cognition of performing tasks,

and prevent the user from learning.

The significant effects of cross-modal signals indicate the need to develop adaptive multimodal
interfaces in which the location, modulation, and timing of the presentation of information are
varied as a function of revolving stimuli and a consume (Ferris & Sarter, 2008a). Feedback
scheduling can be considered in another context - the context of changes. That is, whether the
timing of the feedback will be constant or only when there is a change in the environment of
the robotic system. Research revealed that there is a definite advantage to providing feedback

to the operator about changes in a common task (Doisy et al., 2014).

1.2.5 Interaction Modes

Interaction between a human and a robot encompasses activities that occur when a human is
involved with a robot. These activities include interactivity, control, feedback, creativity,
adaptation, and communication between the human and the robot (Rosales et al., 2018). It also
includes the method through which the human accesses the information provided by the robot.
This method of information access can define interaction modes commonly graded as reactive,
proactive, and coactive (Sims, 1995) or mutual (Tianguang & James, 2003; Schwier &
Misanchuk, 2003). It delimitates the degree of control the user has over the content and structure

of the information being presented in the interaction (Rhodes, 1985).

Reactive interaction is an interaction mode in which information is given only when demanded
(Tianguang & James, 2003). It describes a time dimension of feedback where information is

given only on demand. In contexts such as HRI, it is referred to as the ‘pulling' of information



to describe the process of requesting information which is the interaction pattern that dominates
this interaction mode (McNeese et al., 2018). The robot provides information to the human only
when the information is ‘pulled’. It is considered the lowest interaction mode because it has the
least potential for engagement in the interaction (Schwier & Misanchuk, 1993). The user has
more control over the information being presented. This will be accompanied by some level of

contextual awareness of the readiness of the robot to respond to information "pull'.

Proactive interaction is an interaction mode in which information is continuously generated for
the user even when it is not demanded (Tianguang & James, 2003). The feedback timing
dimension is somewhat continuous since it does not depend on the user’s impulse (Tianguang
& James, 2003). In HRI contexts, information is ‘pushed’ to the human by the robot without
the human requesting it (McNeese et al., 2018). It is considered a higher interaction mode than
the reactive one because it potentially promotes more interactivity (Schwier & Misanchuk,
1993; Tianguang & James, 2003). The robot has more control over the presentation of

information since it presents it without the consent of the user.

The coactive (mutual) interaction mode is characterized by a mutually adaptive pattern of
interaction where the interaction could be reactive or proactive based on the situation, context,
and environmental demand (Tianguang & James, 2003). Depending on the task/situation,
information can either be 'pulled’ by the human from the robot or 'pushed' to the human by the
robot. It is the highest interaction mode where the interaction pattern between the robot and
human adapts to changing situations (Schwier & Misanchuk, 1993; Tianguang & James, 2003).

Studies in various fields such as vehicle safety systems, robots, and activity tracking have dealt
with comparing 'pushing’ and 'pulling' feedback. They showed that 'push’ feedbacks increase
alertness, and awareness, encourages active actions and creates positive and encouraging
thoughts during use compared to ‘pull’ feedback which made the task feel more difficult and
boring (Cauchard et al., 2019). There have not been many studies on this topic related to robots.

Accordingly, we examined two different interaction modes, proactive and reactive.

1.2.6 Understandable robots

As robots become more and more capable and autonomous, the use of robots in daily tasks by
nonprofessional users and bystanders will increase. To improve the interaction and make it
smoother and more efficient, robots need to be designed such that their behavior and states are

understood by the interacting humans.



In the field of understandable robots, a theoretical model was proposed by (Hellstrom &
Bensch, 2018) based on the requirement of generating communicative actions when there is a
disparity between the robot’s mind and the human model inside the robot’s mind. The
communicative action was based on what information needs to be communicated, why an action
or plan has been decided, and when and how should the robot communicate its explanation.
The challenges of generating explanations need to take into account the basic element of
sensemaking (Papagni & Koeszegi, 2021). Furthermore, the authors suggest that explanations
should include iterative communication, contextual explanations, and a combination of non-
verbal and verbal cues. In both aforementioned studies, user studies were lacking; research was

limited to presenting a theoretical framework for understandable robots.

This work is related to ongoing work in the explainable Al field (Sado et al., 2020). Previous
review work in the field of GDXAI (an artificial intelligence framework, entirely written in
Java, for game development, lovino et al., 2022) categorized according to the behavioral aspects
of the interaction between the agent and the human i.e., deliberative (where agents plans ahead
to achieve a goal), reactive (agents respond to the environmental changes), and hybrid model
(combination of reactive and deliberative actions, Sado et al., 2020). The goal-driven action
plan generates explanations when an agent finds a mismatch between the expectation of a plan
and the current status by tracking the agent's behavior (Jaidee et al., 2011; Molineaux et al.,
2010; Nau, 2007b). The belief, desire, and intention (BDI) model explain based on underlying
beliefs and desires (Georgeff et al., 1999; Harbers et al., 2010; Malle, 1999b; VVan Camp, 2013).
The main aspect is to explain human errors (Malle, 1999a). The situation awareness model is
built on the BDI model which had built an interface communicating information not only about
current status and reasoning but also about future projection (Boyce et al., 2015; Chen et al.,
2018). In a proactive explanation model, the agent explains the surprise element of its action

proactively such that participants are not flabbergasted (Gervasio et al., 2018).

The automated rationale generation model trains the encoder-decoder neural network to
generate the explanation of the behavior of the agent as if a person explains it to another
(Sequeira & Gervasio, 2020). The explainable reinforcement learning way to generate an
explanation allows them to learn the policy to explain the behavior based on trial and error
(Sequeira & Gervasio, 2020). The generation of explanations for robotics failures has been
addressed by invoking explainable Al models such as action-based, context-based, and history-
based explanations (Das et al., 2021; Diehl & Ramirez-Amaro, 2022). To explain robot action

binary trees have been used to generate explanations (Han, Giger, et al., 2021). The progressive



explanation generation algorithm has proved to increase the performance of the task in a
scavenger hunt and escape room task (Zakershahrak et al., 2021b). This study considered the
mental model of the human being as the state of reinforcement learning and reward function

has been generated by the inverse reinforcement learning from retrieved human preference.

Another study on the comparison between non-verbal and verbal communication suggests that
the non-verbal mode alone is not sufficient to explain the actions or plans of the robot (Han,
Phillips, et al., 2021).

1.2.7 Levels of Explanation (LOES)

The robot must help the user understand its decision, 'thinking', and actions (Fong et al., 2002).
Not addressing this issue can hamper the user's perception of the robot (Bensch et al., 2017),
safety during the interaction, efficiency in interaction as well as future usability of the system
by the user (Baud-Bovy et al., 2014). A robot's inability to explain its ‘thinking' or action could
even lead to anxiety among the interacting human (Nomura & Kawakami, 2011) since the latter

treats the prior as an agent similar to another human.

The generation of explanations for robotics failures has been addressed by invoking explainable
artificial intelligent models including action-based, context-based, and history-based
explanations (Das et al., 2021). In another study (Tabrez & Hayes, 2019), an explanation was
generated based on two components the explanation of the robot and the justification of its
'thinking' along its operation.

Further, a theoretical model of levels of explanation (LOE) has been defined in previous work
(Dazeley et al., 2021). This theory focuses only on mapping the psychological model of the
human social process. Accordingly, in this research, we proposed and examined three different

levels of explanation.

1.3 Research objectives

This thesis investigates two crucial issues in human-robot interaction (the way of interaction
and understanding) and tries to answer three fundamental questions that arise as a result of
these issues. How the information (feedback and explanations) should be conveyed to the
operator when using MRP systems (defined as Interaction mode in this study), What
information and When should it be transmitted to the operator (defined as levels of
explanation). This research was divided into two studies with two systems designed and

developed accordingly.



The specific objectives were to design and compare the effect of :

1. Proactive and reactive interaction modes, and

2. Different levels of explanation (High, Medium, and Low).

in a remote user interface of a telecare task on interaction aspects including performance, and

user perception.

1.4 Thesis structure

The overall research methodology is depicted in Chapter 2. The research includes two separate
studies corresponding to two experiments related to two main issues in human-robot interaction.
The first study focused on interaction modes (study 1, Chapter 3), and the second study focused
on levels of explanation (LOE) (study 2, Chapter 4). Each chapter is independent research but
there is a strong connection between the issues. Findings from the first study led to the second
study and emphasized its importance. The overall conclusion and future research are discussed

in Chapter 5.



Chapter 2. Methodology

2.1 Overview

This research aims to evaluate the influence of different interaction modes (the way that the
robot communicates with the user) on the interaction between the operator and the MRP system
and examine how the user's understanding of the robot can be improved through different levels
of explanation. Two studies were designed to examine these two issues (Table 1). In the first
study, we examined how the information from the MRP system should be communicated to the
user by designing and comparing two interaction modes. The findings from this study
emphasized the importance of the user's understanding of the robot and led to the design of the
second study. The second study focused on levels of explanation to answer two questions -
what information and when the MRP system should be communicated to the user? Based on
these we designed three levels of explanations and evaluated them in two different time-critical
conditions (with and without a time limit). Both studies were performed in a simulated

telenursing task with the Keylo Wyca MRP.

Table 1. Overview description of experiments

Study 1 Study 2
Independent Interaction modes Levels of explanation
variable (proactive, reactive) (High, Medium, Low)

Engineering students

(technological group) Engineering students

Participants
Healthcare students

(non-technological group)

Thesis chapter Chapter 3 Chapter 4

Publications ClL 1 J2
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2.2 Study 1. Comparison of Proactive and Reactive Interaction Modes

in a Mobile Robotic Telecare Study

This study explored how the information needs to be communicated to the user by examining
two different interaction modes and evaluating their influence on performance and the user's
perceptions. In an experiment carried out as part of this study, participants performed a primary
task parallel to a secondary task. Details are provided in Chapter 3 and appear in publications
C1% and J12.

Usually, operators control the MRP system through a dedicated operator interface. The operator
interface is one of the most important components in the MRP system with an influence on
several terms such as effectiveness, security of operations, navigation strategies, and workload.
In order for such robots to be operated efficiently and effectively by the user, it is important to
examine how the information needs to be communicated from the robot to the user (Labonte et
al., 2006).

A Keylo Wyca teleoperated robot was programmed by the Robot Operation System (ROS) for
a telenursing task performed by two different types of operators (technological and non-
technological) in two different interaction modes, proactive and reactive. To increase workload,

a secondary task was introduced via a secondary task screen.

The interaction modes were examined by building two different main user interfaces, one for
each interaction mode. The main interface was used to control the robot and perform the main
task. It contains information from three different cameras (front, bottom front, and rear),
feedback from the robot at important points along the robot's path or warnings from obstacles,

arrows for manual navigation, and boxes for filling in relevant information along the task.

In the proactive mode interface, the user received all the elements of the main interface and

feedback from the robot continuously and constantly without being able to control it.

The reactive mode interface was designed in a way that the user only got the front camera, and
if he/she wanted to use the other elements or get feedback from the robot, he/she had to 'pull’
them by using four buttons that were added to this interface compared to the user interface in

L C1 includes preliminary results in which we compared 10 engineering students (technological group) to 10
healthcare students (non-technological group). The data analysis in this paper was relatively limited.

2 J1 is an extension of C1, including additional experiments (additional engineering students) and analysis and
presents new aspects.
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the proactive mode. In this mode, the user had almost complete control over the elements in the

interface and could open and close them during the task as much as he wanted.

The secondary interface was designed as an electronic sheet that contained questions regarding
patients' information and simulated a daily task of medical teams that should be performed

simultaneously with other tasks.

This study was designed as a within-design experiment with 40 engineering students that were
defined as a technological group and 10 healthcare students that were defined as a non-
technological group. The differences in the sample size between the groups were due to the
difficulty in recruiting non-technological participants. Despite this, we did choose to examine
a larger sample group in the technological group and showed that the power of the tests
increased using the Cohen d test. Therefore, the different sample sizes are justified.

The results of the experiment showed that the users of both groups preferred the proactive
interaction mode and it improved performance, the user's understanding of the robot, and
reduced the workload. In addition, the experiment showed that there is a high correlation
between understanding and all other dependent variables. This finding may indicate an
influence of the understanding on the performance and the user's perception, although no clear
causality can be claimed. led to the design of the second experiment that dealt with improving

the user's understanding of the robot.

2.3 Study 2: Levels of Explanation — Implementation and Evaluation

In a Mobile Robotic Telecare Task

This study aims to evaluate the potential of different levels of explanation to improve the user's
understanding of the robot in different situations. We designed and implemented three different
levels of explanation. Details are provided in Chapter 4 and appear in publication J2 which is
an extension of this work and includes also a theoretical model that was developed as part of a
parallel thesis (Kumar, 2022).

Robots should help users understand their decisions, actions, and 'thinking' (Fong et al., 2002).
By failing to address this issue, we may adversely affect the user's perception of the robot
(Bensch et al., 2017), the user's safety during the interaction, the efficiency of the interaction,
and the user's future usability of the system (Baud-Bovy et al., 2014). In some cases, the
inability of a robot to explain its 'thinking' or actions can even result in anxiety among the

human interacting with the robot (Nomura & Kawakami, 2011). A theoretical model of levels
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of explanation (LOESs) (Dazeley et al., 2021) focused only on mapping the psychological model
of the human social process.

In this thesis, we define and evaluate different levels of explanation. The levels of explanation
related to what information the robot needs to communicate to the user? and when should the
robot need to communicate explanations? We defined clarity and explanation patterns and

based on these we designed three levels of explanations (LOES).

Clarity was defined as the amount of information that needs to be communicated to the user
(what) and the explanation pattern is defined as the frequency of communication (when). It is
divided into two levels — high and low. A high level of clarity is explaining all the smallest
details in the action that the robot planned. A low level of clarity is explaining the broader sense
plan without any details.

Two explanation patterns are defined — static and dynamic:

A static explanation pattern is an explanation that is given only once before the user started
executing the robot's action plan. In the dynamic explanation pattern, the robot explains the
actions of the plan in parallel to its execution by the user.

Based on these definitions, we designed three levels of explanation as follows:

e High LOE consists of a high level of clarity and dynamic explanation pattern.
e Medium LOE consists of a low level of clarity and dynamic explanation pattern.

e Medium LOE consists of a low level of clarity and static explanation pattern.

This study was designed as a within-between experiment with 60 engineering students that were
randomly assigned into two groups to compare the effect of time criticality (a group with a time

limit was compared to a group without a time limit).
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Chapter 3. Comparison of Proactive and Reactive
Interaction Modes in a Mobile Robotic Telecare
Study

J1. O. Keidar, Y. Parmet, Samuel A. Olatunji, and Y. Edan.

Comparison of Proactive and Reactive Interaction Modes in a Mobile Robotic Telecare
Study. (link for submitted paper)
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Mobale robotie elepresence systems require that information about the envaronment, the task, and the
robol be presented o a remotely located wser (operator) who contrels the robot for a specific sk,
In this snady. two interaction modes, proactive and resctive, that differ in the way the wer recsives
information from the robol, were compared in an experimental systiem simulating a healihcane sening.
The users controlled a mobile elepresence robot that delivered and received health-related frems,
while they performed a secondary bealtheare-related 1k The effect of the two interaction modes
on overall performance and user perceplion was evaluated in o sdy conductad with 50 participants
belongang o pwo different types of population (with and without a technological background). All
usars preferved the proactive interaction asode in which information is continuously generated for the
usar, This mode gave better performance and understanding of the robot and reduced the workload.

1. Intreduction

The term "telerobotics” generally refers to the remote op-
eration of a robod, with a human operator in control or in the
loop [7]. Such a elerobotic system aids the human to over-
come barriers that prevent him‘her from physically or di-
rectly interacting with the environment [37]. Over the years,
telerobotic systems have gained popularity for a variety
of reasons, e.g., ensuring human safery in hazardous (e.g..
nuclear or chemical) or complex environments (e.g., home
ar public), lowering costs involved in reaching remote envi-
ronments (e.g., in space of for surgery for a remote patient],
reducing the risk of infection (e.g., during a pandemic), and
enabling people to work in a large workspace or in several
work environments in parallel {(e.g.. a professional health-
care worker’s task spread over several healthcare facilities).
Telerobhotics applications include diverse iasks as search
and rescue [21], space robotics [8], agriculture [2], medical
sysiems [ 7], rehabilitation [ 1 7], surgical operations [£1], and
telecare [29]. This siudy focuses on a telecare application.

1.1. Telepresence with mohile robots

Telepresence, the basis of telerobotics in telecare [7],
requires that information about the environment, the task,
the robot, and the care recipient be presented 10 a remotely
located robot operator (the user) [19]. Of particular rele-
vance to this study, a mobile robotic telepresence (MEP)
sysiem involves remotely operating a robot moving through
a local environment in such a way that its human operator
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{also known as the remode user) can inieract with other
people (local users) within the same physical space via
telecommumnication networks [7]. To date, research on MREP
systems for telecare has generated several imporiant de-
velopments, such as the GiraffPlus research platform [13],
and the ExCITE EU project [28], which offer a variety of
functionalities, and the TERESA project [33]. which focuses
on social navigation capabilities. Most of the research 1o
date has focused on the video stream that the users receive
about the environment with the aim o improve situation
awareness [32, 42]. In this context, it has been shown that
users may become so absorbed in the video display that
they ignore much of the information on the user interface
[18, 42]. In conirast, very few siudies, have been devoied
to the issue of how the information should be transmimed
and displayed to a user who operates the robot remotely and
how this issue affects the overall performance of the sysiem,
user preferences, and system usability. Recent advances in
computer networks have facilitated the relay to caregivers
and healthcare professionals of huge amounts of data in a
variety of information formats [T, 37], relating to the care
recipient, the robot, the environment, and the task. It would
thus appear that these advances would enable caregivers to
interact with care recipients in a better manner and hence to
provide improved remotely administered care [28], but this
is mot always the case in practice. Research has revealed that
the remote operator may not always benefit from receiving
a plethora of information al once, as oo much information
may cause information overload [22], leading to frustration
or confusion and uliimately affecting overall performance
[27. 22]. Therefore, it is important to undersiand how to
present information to the user in a manner that would im-
prove remote interactions. In this research, we designed and
evaluated two interaction modes dealing with aspects related
to how users access the information as detailed below,

o Prepring submitted fo Elsevier
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1.2, Interaction modes

The term ‘interaction mode” is uwsed in this sindy
describe how the remote user accesses the information pro-
vided by the MRP system. In previous studies. this term
was sometimes referred o as the “feedback mode” from the
robot, which was commonly graded as proactive (“push’),
reactive (‘pull”), or coactive [38] / mutual [36, 11]. as elab-
orated below. The interaction mode describes the degree of
conirel over the content of the information displayed for the
user—robot interaction [31]. The content of information in-
cludes all the activities that occur when a human is involved
with a robot, such as control and feedback from the robot
[34]. Hence, we use the term “interaction mode” rather than
‘feedback mode’ to encompass all the activities involved in
the interaction.

The proactive interaction mode is a mode in which infor-
mation is continuously generated for the user, even when it is
not demanded [11], i.e.. it does not depend on the user [11].
In human-robot interaction (HRI) contexts, information is
‘pushed’ o the human by the robot, without the human
requesting it [24]. In contrast, the reactive interaction mode
is a mode in which information is provided only when
demanded by the wser [11]. In HRI contexts, it is referred
o as the “pulling” of information o describe the process
of requesting information, which is the interaction patiern
that dominates this interaction mode [24]. In this mode,
the robot has minimal control over the interaction, since
the information is “pulled” by the wser only when needed
[36], whereas in the proactive mode the robot has higher
control over the interaction [11, 36]. Finally, in the hybeid
coactive/mutual interaction mode, the interaction is mutually
adaptive and, depending on the situation, the context, or
environmenial demand, it can be reactive or proactive [11].

1.3, Interaction modes in different fields

The proactive and reactive interaction modes have been
implemented in various fields, e g., vehicle safety systems
[25], activity tracking [4], virtual traffic light systems [10],
and unmanned aerial sysiems [24]. Some siudies on the
subject have revealed that the proactive interaction mode
increases alertness and awareness, encourages more en-
eazement, and minimizes the potential for information loss
during use. In a case study of activity iracking via wearables,
the proactive mode was reporied to creale more positive and
encouraging thoughts during use, compared 1o the reactive
mode, which made the task feel more tedious and less
stimulating [4]. Nonetheless, other studies have shown that
there are also benefits o the reactive mode. For insiance,
in a virmal traffic light system. the reactive mode produced
about the same performance outputs as the proactive mode
without the risk of overloading the wser [10]. In the context
of an unmanned aerial system, users preferred the reactive
mode for inquiries about different aspects of the information
presented [24].

To the best of our knowledge, with the exception of
our preliminary study [16], there has been no explicit ex-
ploration of the proactive and reactive interaction modes

for MRP sysiems in telecare. Our preliminary sindy [16]
showed the feasibility of implementing these two inleraction
modes in an MRP system for a telecare task and it also
investigated the influence of the interaction modes on a
number of study variables. The current paper exiends these
findings as follows: i) experiments were conducted with a
larger sample size; i) the benefits of the reactive interaction
mode and the influence of the items "pulled’ on overall
user performance and user perception were explored; and
iii) additional analyses of the information items that were
"pulled” during the experiment were conducted. In addition,
we examined the influence of gender and sample size on the
resulis and the correlations between the dependent variables
and their effect on each other.

1.4. Stmdy nhjectives

The study aimed to compare the proactive and reactive
interaction modes for a remode operator of an MEP sysiem
in a telecare contexi. The specific objectives were n:

I. Implement the proactive and reactive modes in a remoie
user interface for a robotic telecare task.

2. Compare the effect of the interaction modes on perfor-
mance and user perceplion measures.

2. Methods

2.1. Overview

The experimental sefting was arranged to resemble a
hospital-like environment with an MRP mission of deliv-
ering and receiving healthcare-relaied items to and from
a patient (Fig. 1). Such a sefting represenis sifuations in
which there is a heavy workload, a lack of manpower, a risk
involved in approaching a patient, or other difficulties. So as
to simulate the experiment as closely as possible 1o a real en-
vironment with a real combination of tasks of caregivers, the
users were required to perform a secondary task in parallel o
the main task. The two different interaction modes, proactive
and reactive, were examined with two different types of user
population: with and without technological backgrounds.
The influence of the interaction modes on different aspects
of performance and user perception was evaluated. In addi-
tion, the type of information and the number of times this
information was "pulled” by the users was analyzed.

Crevire | Sdaioen)
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Figure 1: A cross-section of the lab, set up as a hospital-like
envircnment
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2.2, Task Description

The user was required to perform a main task (navigat-
ing the robot) and a secondary task (answering guestions
relating to the patient) in parallel. The user was required to
perform the main task in the shorest possible time while
answering correctly as many questions as possible in the
secondary task.

Main task — The main sk was to control, with an MRP
system, a robot that was required o deliver medication (rep-
resented by emply medicine boxes) o a simulated patient,
to obtain metrics (vital signs) from the patient (the metrics
appeared on the screen of another robot that simulated the
patient’s monitor), and to carry food or drink o the patient,
as required. In the main task, the robot moved autonomouwsly
in the environment but would require wser involvement at
certain points (e.g., entering a room that requires a code,
manual navigation in a complex environment).

The micraction between the robot and the wser through
the user interface took place at three locations along the
robot’s path:

1. Stant location — where the robot awaited instructions;

2. Midpoint location, e, a point along the way to the pa-
tient’s room — where the user was reguired to provide
a code to the robot, through the main interface. that
would allow the robot to enter the patient’s room )

3. Patient’s room — where the user controlled the robot
manually to obtain the relevant patient information
(body temperature, blood pressure, pulse. and the
paticnt’s requirements for food or drink) and where, at
the patient’s request, the user was then required to nav-
igate the robot to the appropriate position (for serving
foodidrink). The user was required o document the
information from the patient in the appropriste place
in the main interface.

Finally, the robot was allowed o return astonomously 1o the
control station.

Secondary task - The user was required 1o fll out an
electronic health record, which involved answering ques-
tions related to the information presented on the secondary
task screen. This task started as soon as the robot com-
menced the main task and ended once the rmobot’s main task
had been completed.

2.3, Experimental system - hardware and
software

The experimental system consisted of a mobile robot
platform, a remote user interface, and a server-client commu-
nication architecture that provided the connection between
the wser (working on the remote interface) and the mobile
robot platform (Fiz. 2). The mobile robot platform was
run on the robot operating system (ROS). The remote user
interface was run on the user's compuler through a standard
wieh broweser, which was programmed 10 HTML, IS5, C55,
and PHF. The remote user interface was designed on a web
browser o make it independent of the type of device or
operating system of the device that the wser would wse.

The communication architecture was based on a Rosbridge
server that provided the WebSocket layer for the ROS-based
mohile robot. The WebSocket is a low-latency, bidirectional
communication medium that provided the connection be-
tween the user working on the remote web-based interface
and the mobile robaot.

®
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Figure 2: Schematic description of the system

2.3.1. Robot platform

The robot platform was a Keylo telepresence robot with
a height of 1.64 m. a low center of gravity, and a circular
footprint of 52 cm in diameter. The robot is equipped with a
24" multi-point FOY touch screen. It runs on Ubuntu 1804
LTS and ROS Melodic with a standard ROS API for all
its sensors and features. The navigation sensors include a
LIDAR sensor {Hokuyo URG-04LX-UGH], range 5.6 m,
FOV 240°). two sets of four front and rear ulirasonic range
sensors (range 3 m), and two sets of twvo 2 [R edge detectors
hard-wired to the motor’s controller. Additionally, the robot
is equipped with three 30 RGE-D camera Intel RealSense™
R200 cameras, two front, and one rear.

2.3.2 User interfaces

The user interface, for both the proactive and reactive
modes, was divided into two screens — a main task screen
and a secondary task screen (Fig. 3).

Main task screen - The main interaction with the robot
ok place through the main task screen, which showed:
the display of three different camera views (front, front
bottom. and rear); arrows that allowed manoal navigation
of the robot; boxes for filling in relevant information and
feedback from the robot, which provided information only
at important points along its path; and s@tus information
about the start of the mission, arrival at the destination
ithe patient’s room), and conditions along the way (eg.,
familiar position of the mbot, facing a new corridor, any
malfunction or anything unexpected on the robot’s path).
Combined visnal and auditory feedback was provided, based
on previous recommendations [23].

1 Prepring submidited ro Elsevier
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Main task interface
i

Secondary trk intarface

Figure 3: User interfaces - main and secondary task screens

Secondary task screen - The secondary task screen pre-
sented a compilation of patients’ health records and related
questions (Fig. 4). The secondary screen was used to simu-
late the secondary task, which dealt with questions related
to the patients” health records displayed on that screen (the
patients’ health records in the secondary are unrelated to the
main task).

| - ¢ - p— v g
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Figure 4: Secondary task interface

The interface was designed to be user-centered in accor-
dance with the findings of previous research in our labora-
tory [26). For the two different interaction modes — proactive
and reactive — different main and secondary task interfaces
were tailored, as detailed below.

Proactive mode interface (Fig. 5) - The user received all
the existing elements on the main screen directly and perma-
nently. The user was not able to call up various elements in
the interface on demand and could not turn them off (they
were fixed).

Reactive mode interface (Fig. 6) - The user received
only the information from the main front camera but could
obtain, on demand, the rear and bottom camera views and
various feedbacks available on the main interface. The user
was able to turn various elements on and off, as needed

2.3.3. Farticipants

User studies were performed with two types of partic-
ipants, those with a technological background (denoted as
"Tech’) and those without a technological background (de-
noted as "Non-Tech'). Gender was balanced equally in each
group. and none of the participants had had any previous

Figure 6: Reactive mode interface

experience with teleoperated robots. The “Tech® group com-
prised 40 third-year undergraduate industrial engineering
students (mean age 25.87 years, SD 1.69). and the “Non-
Tech' group comprised 10 undergraduate nursing students
(mean age 23.8 years. SD 1.68). To commensurate with the
time spent participating in the experiment. the industrial
engincering students were given one-course credit, and the
nursing students were paid 30 Israchi shekels.

2.3.4. Experimental design and procedure

The experiment was designed as a within-participants
experiment with the interaction mode as the independent
variable. Each participant repeated the task twice. namely,
once in cach interaction mode, with the order of execution
being randomly assigned. Accordingly, 20 participants be-
longing to the "Tech’ group and 5 from the "Non-Tech’ group
started with the proactive mode and 20 from the "Tech’ group
and 5 from the 'Non-Tech' group started with the reactive
mode.

At the start of the experiment. after reading and signing
a consent form, participants were asked to fill out a pre-
experiment questionnaire. The pre-experiment questionnaire
included demographic information questions (e.g., age, gen-
der), a Technology Adoption Propensity (TAP) question-
naire [30] to assess the likelihood of the participants em-
bracing new technologies, and a Negative Attitude toward
Robots Scale (NARS) questionnaire [29] to assess whether
the participants had a negative attitude toward situations of
interaction with robots. Thereafter, they received an expla-
nation of the interfaces, namely, what the interface contains,

: Preprins submitted to Elsevier
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how the robot communicates with the participant throogh
the interface. how the participant operates the robot and
the details of the tasks. Each participant then performed
the main task twice, once in each mode, in paralle] w the
secondary task. After each trial, the participant completed
a post-trial guestionnaire about his‘her experience with the
specific mode. Subjective measures were assessed via a post-
trial guestionnaire [15] using a 5-point Likert-type scale
for all measures (details below), except for the situation
awareness (SA) score for which a 7-point Likert-type scale
was used. All scales mnged from | ("Strongly disagres") to
57 ("Strongly agree™). After completion of the two nals, the
participants completed a final questionnaire, in which they
provided their feedback regarding their general experience
during the tasks. The questionnaire was designed to facilitate
an understanding of whether the users felt a difference be-
tween the two different interaction modes and whether they
preferred one of them. The experiment was video recorded
with the permission of the participants.

2.3.5. Dependent Variables

The dependent vanables included objective and subjec-
tive measures, as detailed below.

Efficiency — was evaluated objectively by the completion
tme of the task, 1e., the tme (in seconds) between the
robot’s departure and return w the control position.

Effectiveness — was evaluated objectively by user per-
formance in the secondary task, which involved the number
of questions that were answered by the participants in the
secondary task (completeness), the number of correct an-
swers out of the total number of questions (accuracy ). and
the number of correct answers out of the wotal number of
questions that were answered {precision).

Understanding — was evaluated subjectively by exam-
ining whether the feedback from the robot was comprehen-
sible and clear o the wser (comprehension, and clarity) and
objectively by reaction tme, 1e., the time (in seconds) that
took for participants to respond to the robot’s feedback.

Satisfaction — was evaluated subjectively in terms of
commumcation {communication with the robot), conhdence
(confidence in using the robot). and comfortability (comfort-
ability of use).

Workloead, 1.c., the perceived workload — was assessed
subjectively using the NASA-Task Load Index (NASA-
TLX) guestionnaire [12], which measures mental demand,
physical demand, temporal demand, effort, and frustration
dimensions of a workload.

Siluation awareness — was assessed subjectively using
the 3D-SART version of the Situation Awareness Rating
Tool [40]). In addition, this varable was evaluated objec-
tively by the number of objects identified (the number of
elements that were identified by the participants in the en-
vironment of the task).

2.3.6. Research hypotheses

Based on a previous study conducted on proactive and
reactive feedback in various fizlds, the following hypotheses
were put forward:

H1i: The interaction mode will influence the interaction
af the user with the MRP system.

Previously, in the context of feedback for wearable de-
vices, proactive feedback seemed o produce more positive
effects on users than reactive feedback [4). We propose
sirmilarly:

H2: The proactive mode, ax compared fo the reactive
mode, will increase the wser’s situaiion awareness angd
improve the user's performance.

We assume that, in some cases, users will require more
information than the default information provided. We ex-
pect that the motivation to "pull® that information will com-
plement the users” understanding of the svstem and the envi-
ronment, compared o situations in which all the information
15 provided a prion (as in the proactive mode) [24]. Hence,
W Propose:

H3i: The use of the reactive mode, compared fo the
proactive mode, will improve the user’s undersianding of
the robot's actions.

*The reactive mode ("pulling” information) is expected w
provide the user with the information needed [14] when the
wser requests it (adapted from [24]). In contrast, the proactive
mosde (“pushing” information ), without information overload
would provide the user with all the information needed
without the user actively requesting it (adapted from [22]).
We posit that the multplicity of tasks in our experiment
could create some form of fatigee or cognitive overload,
which would increase the workload, as established by [43].
In the reactive mode, the operation of the robot and the
control of its interface, in addition o the existing task load,
could lead to a higher workload. We therefore propose:

H4: The proactive mode, ax compared o the reactive
made, will reduce the user's perceived worklood.

In general, the more control options that users have over
the system (e.g.. in managing the content, and timing of the
feedback from the robot), the more wser-centered 1t appears
to them and the higher the degree of satsfaction [20] they
derive from the system (based on the explanation of satis-
faction in the IS0 9241-151 guidelines [1, 3]. We, therefore,
assume that the reactive mode (“pulling” information), which
seemingly gives users options for controlling the information
they receive mn the different aspects of the interaction [24],
would give a fecling of mone control and would increase
usability. We therefore propose:

H3: The reactive mode, as compared to the proactive
mode, will increase satisfaction.

o Preprins submined ro Elsevier

19

Page 5 of 12



Interaction Modes for a Mobile Robotic Telecare Study

2.3.7. Analysis

The General Linear Mixed Model (GLMM) was apphed
to analyze the dependent variables and their sub-variables,
with interaction modes, order, and gender as the fixed effects,
and participants as the random effect. Dependent variables
that consisted solely of subjective sub-variables were aver-
aged, and variables that were composed of both subjective
and ohjective sub-variables were first normalized and then
averaged. Welch's T-test for independent samples was ap-
plied o compare the *Tech” and “Non-Tech® groups. The tests
wiere designed as two-tailed with a significance level of 0005,

Additonally, the effect of the sample sizes of the two
eroups of participants, *Tech’ and "Non-Tech’, on the resulis
was assessed by using Cohen's d [5], which measures the
standardized difference between the two means. Cohen's d
wis calculated as the mean difference divided by the SD:

“"Mean difference”
"Siandard deviaiion®

and in the two independent samples -test as:
(X=X
“Pooded standand deviaiion®

where X and s are the sample mean and standard deviation
and

(m = 187 + (ny = 1)8]

the pooled standard deviation = J
nyp 4+ ny =2

where n 1s the size of one group and #, of the other one.

Values of d were selected for evaluation based on small,
medium, and large values proposed by Cohen [5] (0.2,
(L5, (L8) and extended o include values representing small,
very large, and huge effect sizes (0001, 1.2, 2) proposed
by Sawilowsky [35]. These values were compared to the
actual values in the different population sizes, n=n,=I10,
and ny =10, n,=40.

In addition, correlations between the dependent vari-
ables were examined. The correlation between continuous
variables was examined by Pearson's cormelation, and the
cormelation between ordinal and ordinal or ordinal and con-
tinuous variables was examined using Spearman’s correla-
ton.

An additional analysis was performed to assess the utility
of the reactive mode. The number of elements that were
‘pulled” by each participant during the experiment, when
the elements were “pulled”? - at the start of the mission or
along 1t and the frequency at which these elements were
"pulled” were quantified by a visual analysis of the videos
recorded during the experiment. The correlations between
these measures and performance and user preferences were
assessed.

The final analysis evaluated whether the order of execu-
tion of the two different modes influenced the participants”
behavior, e, starting with the proactive mode vs. the reac-
tive mode.

3. Resulis

A summuary of the results for the proactive and reactive
modes m cach of the groups ("Tech” and "Non-Tech') 1s
presented in 1), and the resulis for the sub-variables are
presented in Table 2. For both tables, results are presented as
means # SD. Despite the relatively small sample size of the
‘Mon-Tech® group and the difference in sample sizes between
the groups (section 3.10), we obtained significant results
when examining the effect of the interaction modes on the
dependent variables and also in the comparison between the
groups. Note that in all the tables. a sigmficant effect of the
interaction modes on the variables is indicated in green, and
a non-significant effect, in red.

3.1. Demographic analysis (TAP and NARS)

The technology adoption propensity between the "Tech'
and "Mon-Tech” groups was significantly different (t = 3.87,
p = 0.001): 85% of the participants in the “Tech’ group and
T0% in the "Non-Tech® group had high confidence in their
ahility 1o quickly and easily learn o use innovative tech-
nologies. For the" Tech® group. only 2.5% had low confidence
(the remaining 12.5% were indifferent), while 30% of the
"‘Mon-Tech® rroup had low confidence. Of the "Tech® group,
T identified themselves as technological individuals with
o problems with technological devices: 5% believed them-
selves o be non-technological; and 25% were neotral. In
comtrast, only 30% of the "Non-Tech” group identified them-
selves as technological, and T0% thought that they are not.
Of the "Tech' group, 85% said that they enjoyed learning new
technologies. while only 40¢% of the "Non-Tech’ group noted
that they enjoyed this type of learning.

Inthe NARS assessment. most of the participants did not
have negative feelings about situations and interactions with
robots. In the "Tech’ and "Non-Tech® groups, respectively,
57.5% and 804 had a low negative attitude, 40% and 20%
had a medium negative attitude, while only very few (2.5%
and 04 had a highly negative attitude towards situations and
interactions with robots,

In the NARS assessment, most of the participants did
not have negative feelings abowt situations and interactions
with robots. 57.5% and 80% had low negative attitude in the
"Tech’ and "Non-Tech® groups respectively. 306 and 20%
hod medium negative attitude, while only very few (2.5%
and () had a hughly negative attitude towards situations and

interactions with robaots.

3.2, Efficiency - completion time

The imteraction mode had a significant influence on
efficiency 1n both groups (“Tech’: F = 607, p = (L016;
‘Non-Tech”: F = 21.74, p=0.001), with significantly higher
efficiency for the proactive mode. There was a significant
difference between the "Tech' and "Non-Tech” groups (1 =
-2.06, p = 0L042), with a significantly lower efficiency in
the "Tech” group for the reactive mode (t = -2.51, p =
(L023) in contrast w the proactive mode, for which there
was no significant difference between the groups (= -0.92,
p = (0.36). The completion time was faster by 5.1% in the

. Preprint submined o Elsevier

20

Page 6 of 12



Interaction Modes for a Mobile Robotic Telecare Study

Table 1
Summary of the results and comparisons for the diffesent variables
GLIRA Totest
B “Technological “Mon- Technological Compari
Marinkde Froactie Feactive P-value Reactive | P-value Tech' -E.'&".ﬂ.- F-value
[ Efficency | VW08 = 46.06 | 411 08 = &b, 0016 | 4041 £ 1605 | 405 = 14, <000l | a0L 41 = &red | & T 0042
Effectiveness 02 = 0.15 OFF = 0.1¥ 0.001 el £ 018 | 0743 £ 016 [T rx] 0T £ 017 Oy £ 016 0.643
Understanding 0LASE = 0.00 070 £ 009 0.001 0895 L 006 | 0728 £ 0.08 | <000 0A14 = 009 0812 £ 01 0.0931
Batisiacton T LOn THL L OAE 0AD8 | 446 L 041 | 406 = 0. [ 01 L 07 00 L 04T 00%
Worklkaad 1563 + 2.2 IBTI = 21 <0001 YT 20.4 = 0.84 | <00l IF33T = 218 BT £ 08F | 0042
SiuItion 68T £ 0.1 0546 = 0.1 <0001 08 £ 006 a7 = 0.06 063 06 + 01 0.TAR £ 006 <0001
b Al eTeEss
Table 2
Summary of sub-variables results
. Technological “Nan- Technological
Proactive Reactive P.value Proactive Reactive | P-value
Efficiency Completion time (sec] TR B = 40,04 | 41195 = o5 0.016 | 204.1 = To.45 | = 16 <0001
Completeness {count 663 £+ 1A B6.7 + 165 018 6.9 + 1A2 6.9 4+ 137 LR
Effectiveness Aocuracy (a) s £ 02 0a = 02 0.001 0a3 £ 0.07 0.66 £ 007 [iT.¥]
Freosion (Va) OEd = 014 076 £ 0.19  0.026 s = 0.05% 075 £ 005 | 056
Comprehension 4.3 4+ 068 4.25 + (.54 0.538 4.9 £+ 0.31 4.6 + 0.51 014
Understanding Clarity 4.1 &+ 0El 425 £ 068 0.%06 48 £ 0.42 43 091 0068
Keaction time [sec) 464 =20 15 =144 <0001 ir+=04 ERELESE] <0001
Communication 404 £ 001 17 + 068 0,024 46 £ 061 I L1065 | 0279
SatisFaction Canfidence 401 £ 0B | 395 £ 069 @ 0495 43 £ 063 45 £ [ T
ComfariaBhy EL ] TH 08 0306 RN ¥E L0237 | 0007
Workload Workload 503 £ 27 1673 = 21 <00 17 £ 004 | 204 £ 064 | <0001
T Sh, score 17565 £ 268 1473 =25 <000 | 166+ 337 | B3+ 275 | O76
Number of chjects identied (count) | 6.68 + & 36 = 1. 0.033 Th + 064 TZ+130 | 012

"Tech” group and by 11.1% in the "Non-Tech® group for the
proactive mode.

3.3. Effectiveness - completeness, accuracy, amd
precision

The interaction mode had a significant influence on
effectiveness in the "Tech” group (F=11.5, p = 0.001), with
significantly higher effectiveness for the proactive mode. In
the "Non-Tech® group, the interaction mode did not signifi-
cantly influence effectiveness (F = 0L13, p = 0.722). There
was no significant difference in effectiveness between the
groups (L = (.46, p = 0.643).

Completeness was not significantly affecied by the -
teraction mode in both groups. In the "“Non-Tech® group,
accuracy and precision were also not significantly affected
by the interaction mode. In the "Tech' group, accuracy and
precizion were significantly influenced by the interaction
mode, with better results — by 15% and 8%, respectively —
for the proactive mode.

34. Understanding - comprehension, clarity, and
reaction time

The interaction mode had a significam influence on the
understanding of the robot by the user in both growps (“Tech™
F=1275p=00{01; ‘Non-Tech': F= 3757, p<(L.001), with
a significantly higher understanding for the proactive mode
vs. the reactive mode. There was no significant difference
in understanding between the groups (8 = 0087, p = 0.931).
Comprehension and clarity were not significantly affected by
the mteraction mode in both groups. However, the reaction
time was significantly affected by the interaction mode in

both groups, with better reaction times in the proactive mode
{"Tech': better by 49%; "Non-Tech’: better by 55.6%)

3.5, Satisfaction - communication, confidence, and
comfortability

Satisfaction was significantly influenced by interaction
mode in the "Mon-Tech’ group (F = 17.05, p = 0.001),
with significantly higher satisfaction being reported for the
proactive mode. In the "Tech® group, the interaction mode
did not have a significant influence on satisfaction (F =
27, p = 0.104). There was a sigmficant difference between
the "Tech’ and "Non-Tech® groups for satisfaction (t = -
271, p = 0.009), with significantly higher satisfaction
the "Mon-Tech’ group for the proactive mode (1= -255 p
= (L016). For the reactive mode, there was no significant
difference between the growps (1 = -1.27, p= 0.209). In the
"Tech’ group, communication wias the only variable that was
significantly affected by the interaction mode, with 10.54%
better results in the proactive mode. In the "Non-Tech' group,
comfortability was the only variable that was significantly
affected by mteraction mode, with 28.57% better resulis
the proactive mode.

A6, Perceived workload - NASA-TLX score

The perceived workload was significantly influenced by
the interaction mode for both groups (“Tech™: F = 10507,
p=0L001; “Non-Tech’: F = 40093, p<0u001), with a signifi-
cantly lower workload being reported for the proactive mode
iby 15% and 16.6% in the "Tech® and *Non-Tech' groups
respectively ). There was a significant difference between the
roups (L = -2.62. p = 0L012), with a significantly lower

1 Preprinr iubminted ro Elsevier
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Table 3

Effect of the order of the expesiment and gender on the dependent variables.

[T
Pt e T oo s s S8 P [
Vaile i T | T | Tk o T W] Fomee LT
F=lil F ol B3 Fuulli (0] il D
EPrcuecy Wl LN w7 AlEEE - L1 A1l 0 o BRE AT & B4 A ke BT || AR 4 R AT b B LECE
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F=lll [=F1] Fall &7 Fail 14
Db i O & LLT LT & BAT 07l e DS BTl 4417 L7l & B1E A6 0 A & 0ld | 07w 014
Pl o il Bl Pl e Pl Ti
Fe=bDl Fall 81 Fal 11 Feall L
Urdrmgandag DL & D EED & LIE B L ET% 4 AT L & Dl CEERR-N- ] Bl & B dF 84l
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Pail 1 Fod B Falad Fadl Yol
_. —__ —__ ___
workload in the "Tech’ group for the reactive mode (L = Tgple &

-242, p = 0,019). For the proactive mode, there was no
significant difference between the groups (1 = -1.48, p =
0.146).

3.7, Situation awareness

The interaction mode had o significant influsnce on =it-
uation awareness in the "Tech® group (F = 48.67, p<0.001).
The participants were more aware of the robot's activities
and the environment for the proactive mode than for the
reactive mode. [n the *Non-Tech” group, siluation awareness
was not significantly affected by the intersction mode (F
= 134, p = 0.263). There was a significant difference in
situation awareness between the groups (U= -937, p<0L001),
with a significantly higher siluation awareness in the "Non-
Tech” group in both modes (proactive mode: = -4.23,
p=0.001; reactive mode: t = -6.61, p<0.001).

3.8, Order of interaction and gender

The order of interaction modes in which participants
performed the experiment and the gender of the participanis
wiere not found to be statistically significant for any of the
examined dependent variables (Table ).

3.9, Correlations between dependent variables

The correlations between the dependent vanables (Table
4) revealed that the users” understanding of the robot affected
all the other variables. The higher the user’s understanding
of the robot, the less time it wok o complete the main sk
and the better the performance in the secondary task. A
better understanding also resulted in more satisfaction with
the interaction, better situation awareness, and a reduced

workload during the task.

3.10. Effect of sample size

Table 5 shows Cohen's d values calculated from the
research data with two values estmated for each variable,
one being, n; = ny = 10, and the other being ny = 10 and
ny = 40. From Table 5 we see that when nyp = ny = 10 {in
enach of the "Non-Tech’ and "Tech® groups). the estmated o
values ranged from 0 to 1.434; one of the values was “small”
(= 0.2), and five were “large” (> (LE). The 4 values that
wiere estimated when np = 10 {in the "Non-Tech® group) and

Correlations betwesn dependent wariables

Table 5
Estimated Cohen's o for the original data [#; =y = 10} and
for the extended data (n, = 10, = 40

dimy, = 10 din, =dl)
Effichency 1.374 0.536
Effectiveness MA 0114
Understanding MA i X 1]
Satisfaction MA 0.528
Warklaad A 0693
Situation awareness MA 1672
Completensss [count) 0000 0154
Accuracy (%) 1.000 0LB51
Precision (%) MA 0323
Comprehension 1.328 0E13
Clarity 0.575 Dudady
Feaction time(s) 0531 0312
Communication 0626 B0
Confidence 0.a32 04T
Comiortability 1.060 o207
Sl seore 1.434 0T
Number of ohjects identified (count] QU207 0303

n;, = 40 (in the "Tech’ group) ranged from 0L022 w 1.972;
three of these values were “small”, and three were “lange”.

In Table & and Fig. 7 we demonstrate the influence of
the effect size (d). the total number of observations (N =
my 4+ ny ), and the number of observations of the first sample
im ) on the power of the test, o, for a fixed level of a,
mamely, (L05. The d values taken are the four values that
Cohen mentioned, (0.2, 0.5, and 0.8, 1, the maximum and the
minimum of the d values estimated for the original data [16],
and the expanded data (from this research).
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Figure T: Power of the test as a function of Cohen's d. The different graphs present diffesent M; the x axis in each graph presents
i, The blue vertical line in each graph presents the result for n, =10

Table &
Power as a function of Cohen's &, the total number of
observations [N = n, +1,)

mEllsel el aged sellisedl seslagedEl sed el
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I LSOO DL [t LEC CUBSCT1R 01T AALTINERY
1 L0 DU 0511313 [ ST 0 BOUSSI ATRIELIE
4 1000 CUSEIO0RNY [1 8o g o] CUTRITOm (R A UENTITRS
5 LT OSSN 0114884 LUl 01T AATTITIS
# DR D3GR 0.CSD34810 CLCPTNGRNT [ Be s k] o ERELT
T 1AM [UESEIITL ORI LG 1 & ORI T T
B 1872 COSSAITY 0141 LGRS BT OesETME L]

The results reveal that as o increases, the power of the
test () increased. as expected for every combination of n,
and n;. For each level of N, the maximum power of the
test was oblained in a balanced experiment, as expected,
LE., i s N /2, meaning that if N observabions
can be conducted, the most efficient way to utilize the N
ohservations is using a balanced experiment in which the
sizes of the two groups are equal. For example, let us take
the case of N = 50 and & = 1; in the balanced case where
np = a3 = 25 the power of the test is equal o 093370765
compared to an unbalanced case in which, say s 10
and my = 40, for which the power of the test 15 equal to
079145129 For each level of ny, as the total number of
ohservations, N (or n, N = m), increases, the power
of the test increases; for example, for d = 1 and wp = 10
the powers obtained for my, = 20, 30 and 40 are 056200665,
0. T0287390, 0.76079868 and 0.7914512% respectively. Le.,
increasing the size of the second sample m;, and keeping the
size of the first sample. ny. constant, increases the power of
the test, as we also saw in our case when we increased the
"Tech® group to 40 participants and the "Non-Tech® group
remained smaller (10 participants).

3.11. Analysis of information and operation in the
reactive interaction mode
111 Number of elemenis that were "pulled” and
number of interactions with the interface

The order of the interaction modes had a significant
influence on the number of elements that were “pulled”
(F = 988, p = 0.003) and on the number of interactions
with the imterface (F = 6271, p = 0.016). The participants
"pulled’ significantly more elements when they started with
the proactive mode (3.16 + 0.85) than when they started
with the reactive mode (2,16 + 1.34), and the same trend
was evident for the number of interactions with the interface
(Start with prosctive: 208 + 1.18; Stant with reactive: 1.36
+ 0LEI).

A11.2. When the elements were "pulled” during the
task
When participants started with the proactive mode, they
"pulled” more elements at the start of the mission compared
o when they started with the reactive mode. A summary of
these results is presented in Fig. 8.

3113 Number of times elements were "pulled” or
closed
Forty-eight percent of the participants “pulled” elements
only once or not at all, and only 18% "pulled” elements more
than twice and less than five. Moreover, only 10 participants
(205} closed an element that had been “pulled” during the
task. The bottom camera was closed once, the rear camera
was closed 5 times, and a warning about an obstacle was
closed 4 tmes.

1 Preprins submined to Elsevier
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Figure 8: Number of times gements were 'pulled’ relative to
the time in the task

114 Correlation of "pulled” elements with
dependert variables

The number of slements that were “pulled” showed a
significant correlation with both effectiveness (correlation =
0474, p = 0017} and understanding (correlation = 0.468,
p = (L0M8). The number of different times that elements
were ‘pulled” showed a significant correlation with effi-
ciency {correlation = (.416, p = 0.039) and with situation
awareness (correlation = -0.497, p=0.01).

4. Discussion and conclusions

This study examined the influence of interaction modes
— proactive vs. reactive — on overall performance and user
perception in an MEP telecare task. In general, the study
highlights the potential of improving the interaction between
a remote operator and a robot by wsing the proactive -
teraction mode for the wsk and by fine-tuning the control
that users have over the information presented through both
modes of interaction with the MRP system.

The current study was conducted with students, some
of whom had a technological background, and others did
not. Although the groups were not balanced in terms of size,
wie oblained sigmificant resulis, implying the importance of
taking into account different types of population. The resulis
showed that increasing the sample size of one or both groups

would increase the power for a given level of “effect size”

4.1. Influence of the interaction modes

The implementation of the proactive and reactive inter-
action modes in the MREP system significantly influenced
several of the varizbles assessed. The findings confirm hy-
pothesis HI (the imteraction mode will influence the inter-
action of the user with the MRF sysrent) and highlight the
relevance of the way of transferring the information to the
user of MRP systems. The proactive mode was the preferred
mode compared to the reactive mode, validating hypotheses
H2 and H4 (the proactive mode will increase the user's
stfuaiion awareness, improve the user’s performance, and
reduce the users” perceived workload), but not H3 and HS
(the reactive mode will improve the wser's wnderstanding
and will increase sarisfaction), as expected. Although we did
not find significant results for the preference for the reactive
mode, several participants mentioned that they felt that the

ability to control some of the elements in the user interface
was an advantage. The resulis correspond with the literature
[24. 4] on the positive effect of the proactive mode on the
overall response and performance of users, confirming the
effectiveness of the proactive mode in an MEP scenario for
a telecare task.

It appeared that the proactive mode provided the users
with all the tools and information elements they required
for the tasks. The wsers seemed to familiarize themselves
easily with the system and the interfaces, such that there
could have been a feeling that some elements had been
‘withdrawn' from them when they were required to use the
interface in the reactive mode. This notion was reflected in
the results that revealed that participants who started with
the proactive interface *pulled” more information than those
who started with the reactive interface. This notion that the
order of starting the experiments influences the outcome
iz in keeping with the principles of user interface design,
where the users of elements tend to adjust their use of the
imterface to the availability and position of the elements
on the interface ([9]). Thus, any changes in the interface,
such as those that we introduced 1n the reactive mode, may
result 1o dissatisfaction, as reflected in the resolis where
the satisfaction and usability variables were rted lower in
the reactive mode vs. the proactive mode. In addition, the
proactive mode had a greater effect on the "Non-Tech” group
than on the "Tech” group; therefore greater attention should
be paid to the interaction mode for non-technological user
populations.

4.2. Usefulness of the reactive interaction mode
Examining the outcome of the effect of the reactive
interaction mode alone on the dependent vanables provided
an indication of the desire of users o have some control
over the information being presented to them, a5 seen in
[24]). Several of the users mentioned this need for control
in the subjective evaluation. The correlation results revealed
that for users who “pulled” more elements (1Le., obtamed
more information from the robot) both user effectiveness
and user understanding of the MEP system improved. The
results also showed that users who "pulled” information from
the interface multiple times exhibited reduced efficiency and
situation awareness. Chverall, for most of the performance
varighles assessed, the proactive interaction mode
as the preferred and more successful mode. This seemingly
conflicting outcome could be explained in terms of the mult-
plicity of information being *pushed”, as previously reported
in more general terms [6]. Most users are used o managing
multiple levels of information elements being “pushed” to
them through varions multimedia sources by unconsciously
filtering out the information they require at specific points in
time [6]. This process of information filtering is the added
value that the reactive mode brings into the interaction.

4.3. Importance of understanding the robot by the
user

Users’ understanding of the robot had a sigmificant im-

pact on the experiment’s outcome. It impacted completion
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time, performance, satisfaction, situation awareness, and
workload. Participants completed the assignments in less
time with better performance in the secondary task when
they understood the robot better. Similarly, when the level of
understanding of the robot was higher, the participants” level
of satisfaction with the interaction increased, as did situation
wwareness, and the perceived workload became smaller. This
outcome indicates that improving the user's understanding
of the robot can be a significant factor in improving the user’s
ahility to perform remotely controlled tasks with robots
and in enabling her'him to work with higher efficiency and
greater overall satisfaction.

4.4. Future work

Future work should be aimed at extending evaluations
of MEP systems to actual healthcare professionals and care-
givers in other telecare applications and healthcare @sks.
Implementing a proactive mode in other elehealth applica-
tions, such as monitoring or detecting abnormal conditions
in paticnis, could aid in ensuring that the requisite healthcare
information 15 provided through such MRPs in the best
manner possible, even over a distance. Telerobots in telecare
should be equipped with interfaces through which caregivers
and healthcare professionals can control the information
they require w care for patients with better efficiency, effec-
tveness, and situation awareness, and with 2 minmmal work-
load. It is possible that in certain situations and in accordance
with further research on this topic, the way forward will be
to adapt such interfaces according to the work environment,
the load on the operators, and the severity of the patient’s
condition. In such scenarios, it may be preferable 1o examine
the use of the reactive mode.

The comments of the participants regarding the benefits
of the reactive mode led us o consider the possible benefits
of a hybrid mode in which some form of reactive mechanism
is incorporated into a proactive interaction mode in the
MEP. This could be considersd as a 'Proactive-Reactive’
option, where most of the basic information elements are
"Pushed” to the wser, and provision is made for “pulling”
some additional information. Such a hybrid system could
be developed in the form of intelligent sensing for different
task-related, environment-related, robot-related, or human-
related situations during telecare operations.

Since the current study revealed the importance of the
user's understanding of the robot during remote control op-
eration, further research should also examine different levels
of explanation aimed to increase the user’s understanding of
the MRP system.
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Levels of Explanation - Implementation and Evaluation in a Mobile
Robotic Telecare Task

OMER KEIDAR’, Ben-Gurion University of the Negev, Israel
SHIKHAR KUMAR', Ben-Gurion University of the Negev, Israel
YAEL EDAN, Ben-Gurion University of the Negev, Israel

As robots become more and more capable and autonomous, their usage in daily tasks by nonprofessional users and bystanders
will increase. For smooth and efficient interaction, they should be designed such that their plans, decisions, and actions are
understood by the interacting humans.

In this work, we examined what information should be communicated to the user by the robot? and when should the
robot communicate this information? We defined clarity and patterns of explanation. Accordingly, we proposed two levels of
clarity - high and low and two levels of explanation patterns - dynamic and static. Based on these, three different levels of
explanation (LOEs) were designed and evaluated in a user study with a telepresence robot. The user study was conducted for a
simulated health care task with two different conditions related to time criticality evaluated in two different user groups (with
and without time limit). We found that the high LOE was preferred in case of completion time and adequacy of explanation in
the "without time limit’ condition. It was further found that both high and medium LOEs were fluent and trusted. However,
in the "with time limit’ condition, high and medium LOEs had similar performance and were preferred in all measures as
compared to low LOE.

Additional Keywords and Phrases: levels of explanation, understandable, clarity, dynamic, static, time criticality

1 INTRODUCTION

Robotic systems are penetrating into many non-industrial environments with increasing interactions with humans
[23]. The development of collaborative robots has ensured this shift. As robots become more and more capable and
autonomous, their usage in daily tasks by nonprofessional users and bystanders will increase. The deployment of
several robotic platforms during the COVID-19 pandemic further illustrates the paradigm shift in this field [29].
For smooth and efficient interaction, robots should be designed such that their plans, decisions, and actions are
understood by the interacting humans [7]. Not addressing this issue can hamper the user’s perception of the
robot (2], efficiency and safety during the interaction, as well as future usability of the system by the user [1]. A
robot’s inability to explain its "thinking” or action could even lead to anxiety amongst the interacting human [18).
A theoretical model of understandable robots claims that a communicative action should be generated when
there is a disparity between the robot’s state of mind and the theory of mind of a human inside the robot [10].

Authors’ addresses: Omer Keidar, omerk9@gmail com, Ben-Gurion University of the Negev, Israel; Shikhar Kumar, shikhar@post bgu.ac.il,
Ben-Gurion University of the Negev, Israel; Yael Edan, yael@bgu.ac.il, Ben-Gurion University of the Negev, lsrael.
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A different model mapped the psychological model of the human to the social process proposing four levels of
explanations (4] defined as:

(1) interpreting a decision based on available information.

(2) explaining the agent’s internal functions interacting with other actors in the environment.
(3) explaining based on other’s agent’s beliefs or mental state.

(4) interpreting the systems based on the cultural expectations of the user.

The generation of explanations for bystanders has been studied in [15, 21, 25]. It was found that explanations
help bystanders to understand the robot’s action. Another study that deals with robot failures [3] generates
explanations by invoking explainable artificial intelligent models including action-based, context-based, and
history-based explanations. Results revealed that context-based explanations are helping with failure recovery.
Another study used inverse reinforcement learning to predict its collaborator’s action and tried to avoid the failure
of the task by generating explanations in two modes[28]. The first mode involved explaining about particular
action of the user that would cause a failures. The second mode involved justifying a particular user’s action that
would lead to failures of the task. It was found that justification of the explanations increased the performance.

This paper focuses on how should an explanation be designed such that it could easily be understood by the
user. We devised three levels of explanation to and evaluated them in a user study with a telepresence robot. A
telepresence robot is one that is controlled remotely by a human operator [6] and in this way, it can provide the
user more opportunities to interact directly with the environment, even if there are barriers that prevent him or
her from doing so physically [24]. Over the years, telepresence robots have developed to improve various factors
such as human safety in dangerous and complex environments (e.g., hospitals, chemical factories) and saving
manpower (working in large and remote environments or even in several environments at the same time).

An important aspect of human-robot interaction is task criticality [30]. Task criticality is defined as an error
that would cause harm to human lives or to the environment. A critical task should be achieved at a specific
time to avoid any negative effects [5]. A key component of the explanation would require time availability of the
user to listen to it [20]. The amount of time the user would spend listening to the explanation from the robot
depends upon the environment and task in which it is interacting. For example, in a library environment users
have time for detailed explanations where the robot can suggest suitable material for the users based on iterative
feedback [26). However, in search and rescue operations where time is forcefully limited, a brief and precise
explanation would be required [22] to accomplish the task successfully. To evaluate the influence of time criticality
on the explanations we compared two conditions, one 'with time limit’ and the other “without time limit". In this
paper, we focused on explaining the planning or "thinking’ of the robot to the user for successful human-robot
collaboration. To ensure safety in the dynamic environment, the plan was executed by the human instead of the
robot. Hence, we hand over the control of the robot to the human when facing obstacles by teleoperation.

2 LEVELS OF EXPLANATION
The proposed LOEs aims to answer the following questions:

(1) What information should be communicated to the user by the robot?

(2) When should the robot communicate the information? (i.e., Should the robot explain its plan before the

action or during the implementation of the plan?)

To address this we define two terms - clarity and explanation patterns. Clarity is defined as the amount of
information that needs to be communicated for a better understanding of the robot. The explanation pattern is
defined as the frequency of delivery of the communication actions.

We divided clarity into two levels, high and low. In the high level of clarity, the robot explains all the action
details it has planned. For example in a telepresence robot facing an obstacle, the robot would explain to the user
to turn 90 right, move forward etc. In the low level of clarity the robot explains only the broader sense of the
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plan without any details. For example in the previous scenario the robot only explains to the user to turn right
without detailing how to do this.

We defined two explanation patterns, static and dynamic. In static explanation pattern, the robot explains to
the user only once before the execution of the plan. In the dynamic explanation pattern, the robot explains its
actions of the plan in parallel to its execution.

Based on these, three LOEs (high, medium and low LOE) were devised as shown in Table 1.

Table 1. Defining of levels of explanation

Level of Explanation | Explanation pattern Clarity
High Dynamic High level of clarity
Medium Dynamic Low level of clarity
Low Static Low level of clarity
3 METHODS

Three LOEs were implemented and evaluated in a teleoperated task. These LOEs were compared in two different
conditions i.e., ‘with time limit’ and 'without time limit". The users were divided into two equal groups. In the
first condition, users performed the task without any time constraint. In the second condition we forced the user
to accomplish the collaborative task with a time constraint.

3.1 The experimental system

The developed system consists of a mobile robot platform, remote user interfaces, and a server-client communi-
cation architecture that used a Rosbridge WebSocket to connect to the robot operating system (ROS) platform.
The user interfaces were run on the operator’s computer and were programmed using HTML, ]S, CSS, and PHP.

The robot platform was a Keylo telepresence robot. The height of the robot is approximately 1.64 m with a low
center of gravity and a circular footprint of 52 cm in diameter. Keylo is equipped with a 24” multi-point high
FOV touch screen. It runs on Ubuntu 18.04 LTS and ROS Melodic with a standard ROS API for all its sensors
and features. The navigation sensors include a Lidar (Hokuyo URG-04LX-UGO01, range of 5.6 meters, FOV 240°),
two sets of four front and rear ultrasonic range sensors (5 meters range), and two sets of two 2 IR edge detectors
hard-wired to the motors controller. Additionally, the robot is equipped with three cameras, two front and one
rear 3D RGB-D camera Intel RealSense™ R200.

3.2 Participants
Sixty participants, comprised of third-year undergraduate engineering studies were recruited for the study
by announcing the experiment in the Department of Industrial Engineering and Management at Ben-Gurion
University and offering a bonus point in a compulsory undergraduate course to commensurate for their time.
The participants were randomly assigned into two groups - "with time limit’ (15 male and 15 female; mean age =
26.1, SD = 1.32) and "Without time limit’ (15 male and 15 female; mean age = 26, SD = 1.31).

All participants had experience programming robots but no previous experience with teleoperated robots.

3.3 Interfaces

Two interfaces were built — one for each group. The interfaces were designed to be user-centered following
previous research recommendations [19). According to the findings from [14], both interfaces were designed by
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using the proactive interaction mode {in this mode, all the information is ‘pushed’ to the user). All the feedback
were visual and auditory based on previous recommendations [16].

The interfaces of the different groups were completely identical and included a display of the front camera
view, and feedback, explanations from the robot (e.g. explanations for passing obstacles, reaching important
points, and warnings from obstacles), four buttons — one for sending the robot to perform the task automatically
("Go to patient room” button) and three for treating the patients along the task. Manual control of the robot was
executed via the arrow keys (Fig. 2).

In the interface of the “with time limit” group, the time limit was simulated by a red marked timer placed at
the top of the interface (Fig. 1). The specific time of one minute and ten seconds was empirically determined in
several experiment pilots. The timer was initiated for each obstacle and reset after passing it.

Bl Telepresence Robot 01: 10

M| Eurrertly in standby mode, walting far instruction |

Fig. 1. Interface of ‘with time limit" condition

3.4 Experimental setting

The experimental setting was arranged to resemble a complex clinic that contained three patients and three
obstacles. The explanations were provided to help the robot to pass the obstacle. Further, during the movement
of the robot toward the patient, the user received another explanation. For each patient and obstacle, the user
received an explanation according to one of the LOEs. We tried to simulate the patient by a monitor (the monitor
was a note on which the patient’s measurements were written - blood pressure, body temperature, and pulse).
The obstacles were simulated by poster stands (Fig. 3)

The three LOEs (High, Medium, and Low) were examined in two different conditions by comparing performance
for two different groups — "with time limit" and "without time limit". The influence of the LOEs on different aspects
of performance and user perception was evaluated.

35 The Task

During the task, the remote operator (user) was in the control position and was asked to navigate a remote-control
robot in an environment that simulates a complex clinic. This environment contained obstacles that the user
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Control Buttons Treatment Buttons

Fig. 2. Interface of 'without time limit" condition
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Fig. 3. A cross-section of the experimental environment

had to pass in order to reach the patients and give them appropriate treatment. The participants were instructed
about the normal measures of any patient at beginning of the experiment (obviously standardised measures were
taken into account.) If the user found out that any of the measures are beyond the normal range then the user
has to treat it by clicking on the options provided in the interface. The path of the robot along the task included
obstacles (poster stands that were scattered in the room) and patients for each LOE.

32



The robot advanced autonomously along a pre-defined path at the beginning of the task. It stopped when
reaching an obstacle and informed about the obstacle and its inability to pass the obstacle. The robot gave
instructions to the user to help it pass the obstacle through manual navigation of the robot. The instructions
provided by the robot were according to each LOE for each patient and obstacle as demonstrated in Appendix
B. Once the user managed to pass the obstacle, the robot informed him/her that it has passed the obstacle and
automatically continued to the patient. When the robot reached patient, the user saw the patient’s metrics and
in addition, received or did not receive an explanation depending on LOEs (Appendix B). Accordingly, the user
needed to give the patient appropriate treatment. Only after the user gave the correct treatment to the patient
(different treatments were assigned for each LOE), the robot automatically moved toward the next patient.

The task included three obstacles and three patients (one for each LOE) so that each participant experienced
each of the different LOEs in the same task (one obstacle and one patient were defined as a subtask).

The difficulty of the obstacles was identical for all three LOEs (same distance to navigate with the robot, same
distance between obstacles and the same number of movements to be performed to pass the obstacle). The
participants were free to ask for any help from the experimenter at any stage of the experiment.

36  Experimental design

The experiment was designed as a within-between experiment with the LOEs as the within independent variable
and time limit as the between independent variable. Each participant was randomly assigned to one of the groups
(taking into consideration that at the end gender in each group needed to be the same) and in addition, the order
in which the participant experienced the different LOEs was also randomly determined. Accordingly, there were
six different orders for the task and 5 participants from each group performed the task in each of these orders.

3.7 Procedure

At the beginning of the experiment, the participants received a consent form, read it, and signed it. Then they
were asked to fill out a pre-experiment questionnaire (Section 3.9.1). Then they received a general explanation
about the experimental area, the task (including an explanation about facing an obstacle and treating the patient)
without going into great detail so as not to create deception. The participants proceeded with the experiment.
After completion of the task, they were required to answer a final questionnaire {Section 3.9.2).

All experiments were approved by the department of industrial engineering and management ethics board.

3.8 Dependent Variables
The independent variables were evaluated using objective and subjective measures as detailed in Table 2.

Table 2. Dependent Variables

Dependent Variables

Variable Examined by Explanation
the bme {seconds) that it ook from the moment that the user received the first explanation
Completion time Completion time {ohjsctive) for passing an ohstacks until he passed it, plus the time it took him to give the correct treatment
to the patient from the moment that the robot arrived at him.
Fluency of interaction Questionnaire [subjective) Questions 1,5 in the final questionnaire

Number of collissons [objective} | how many times did a participant collide with an obstacle?
how many wrong maovements participant did during the task?
[mioverments contrary to the e::p]:m.ati.an of the robot)

A - of L
dequacy of explanation Wrong movements {objective]

Duestionnaine [swhjective] Cuestions 2,4,7 in the final guestionnaire
Trust Mumber of clarifications {objective) | how many times does the participant ask for clarification?
Cheestionnaire [subjective) Questions 3,68 in the final guestionnaire

33



3.9 Questionnaires

391 Pre-experiment questionnaire. The pre-experiment questionnaire included demographic information
questions (e.g., age, gender) and a Negative Attitude toward Robots Scale (NARS) questionnaire [27] to assess if
the participants have a negative attitude toward situations of interaction with robots using a 5-point Likert-type
scale ranging from 1 ("Strongly disagree) to 5 ("Strongly agree®)

3.9.2 Final questionnaire. Subjective measures were assessed via the final questionnaire as shown in Appendix
A using a 5-point Likert-type scale ranging from 1 ("Strongly disagree”) to 5 ("Strongly agree”) for all measures.
Each question in the questionnaire was taken from previous works in the HRI community as illustrated in
Appendix A. The final questionnaire included three subjective measures: Fluency of interaction [11], Adequacy
of explanation [13], and Trust [13] which the participants rated for each of the different LOEs.

3.10  Analysis

Descriptive statistics (mean and standard deviation for normal distribution, median for not normal distribution
and percentage for ordinal data) were computed for each of the dependent variables. Dependent variables that
consisted only of subjective sub-variables were averaged and variables that were composed of both, subjective
and objective sub-variables were first normalized between 0-1 and then averaged. Further, a Kolmogorov-Smirnov
test was conducted on each dependent variable to check for normal distribution.

Results revealed that completion time (I = 0.118, p = 0.013) and fluency of interaction (D = 0.239, p <0.001}
were not normally distributed but adequacy of explanation (D = 0,058 , p = 0.762) and Trust (D = 0.086. p = 0.327)
were normally distributed. Therefore, a cumulative link mixed model (CLMM) regression analysis was conducted
tor fluency of interaction. To compute the ordinal regression, the response evaluated from this variable was
rounded to the nearest integer resulting in 5 ordinal levels. For all the other dependent variables, a General Linear
Mixed Model (GLMM) analysis was applied. Each analysis tested the following model with participant as random
effect:

Dependent Variable - LOEs + Gender + Order + LOEs*Gender + LOEs*Order + Gender*Order +
LOEs*Gender*Order + (1|Participant)

For each independent variable (LOEs, Gender, Order) whose effect on the dependent variable was significant,
a post-hoc test was conducted using least square means. In the interaction variables, we examined whether
the independent variables have an effect on each other. Welch's T-test for independent samples was applied to
compare between 'with time limit” and “without time limit’ conditions in terms of adequacy of explanation and
trust, and the Mann-Whitney U test was applied to compare them in terms of completion time and fluency of
interaction.

In addition, we examined the correlations between the questions in the final questionnaire that belonged to
the same variable to ensure that there were no contradictions in the participants’ answers and that the questions
did examine the same variable. The correlation between all the questions belonging to the same variable was
significant (fluency of interaction (two questions): correlation = 0.357, p = 0.048, ; adequacy of explanation (three
questions): correlations = 0.77, 0.64, 0.71, p = 0.001; trust (three questions): correlations = 0.33, 0.53, 0.5, p = 0.01,
=0.001, <0.001). All the tests were designed as two-tailed with a significance level of 0.05.

4 RESULTS

The statistical comparison between the LOE’s (High, Medium and Low) for each dependent variable and condition
("with time limit’ and without time limit’) has been demonstrated in Table 3. The z. ratio (in case of not normal
distribution), t.ration {in case of normal distribution) and p-value have been reported. Significant and non-
significant variables were marked in green and red respectively.
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Table 3. Summary of the significance of the results

Completion Linse Fluency of interaction Adequacy of explasation Trust
LOEs ‘With time limit" | "Without time lmeit " | 'With time limit" | "Without time limit' | "With time limit" | "Without fime Limit’ | "With time limit” | "Without time limir’
[ High
Lratio = 397 2rutio = 578 ralio = 55 taatio = 4.5 Lralio = 176 Lralio = 1508 Lralio = 10.04 Lratio = 939
Vs
P =000 p <000 p =001 P~ 0003 p =001 P 0008 P« ool p-0.008
| | Lo
Tigh
Lralio = 052 2aatio = 242 Lralso = 1. Lratio = L8O Lratio = 4.9 Lealio = 347 Leatso = 255 Loatio = 248
Vs
peun peos p=oa7 pebisy p=ol47 p =000 p~ 0056 pe0082
Medinm
Medium
Lralio = 362 Lralio = <343 tralio = 434 Lralio = 414 Lo = <157 Lewtio = <1059 Lrutio = -7 48 Leatio = -7.7%
Vs
P = 0.001 P~ 0oo1 P« 0001 p = 0001 P 000t P« 0001 p =0l P« 0001
Low

4.1 Negative Attitude toward Robots Scale (NARS)

The NARS questionnaire is divided into three subcategories, negative attitudes toward situations of interaction
with robots, negative attitudes toward the social influence of robots, and negative attitudes toward emotions in
interaction with robots. The attitude of the participants in each of the groups were similar for all categories (t(58)
= 1.08, p = 0.282; t(58) = -1.12, p = 0.267; t(58) = -1.55, p = 0.126; respectively).

4.2 Order of LOEs and Gender

The order of LOEs in which the participants experimented had no significant effect on any of the dependent
variables in both of the conditions as presented in Table 4.

Gender had no significant effect on any of the dependent variables except trust in the "with time limit’ condition
as presented in Table 4. Males (Mean = 0.828, SD = 0.16) had higher trust in the robot than females (Mean = 0.688,
SD = 0.23) when there was a time limit on the task.

Table 4. Order of LOEs and Gender effect on dependent variables

Gender Order
Variables "With time limit’ | "Without time limit’ | "With time limit’ | "Without time limit’
z= 1821 +=1214 z=-02% x=0474
Completion time
p=0068 p=0225 p =0.768 p = 0.635
& z = 0.362 z= 0465 z=-1.153 z=-1213
Fluency of
interaction p=0728 p=0642 p= p=
Adeq of t=1128 t=0.753 t=0541 t =-0.033
Explanation p=0.269 p = 0458 p = 0.603 p = 0782
t=3164 1= L3864 t=-0.178 t=-1483
Trust
p = 0.0038 p=007 p=022 | p=0122

4.3 Completion time

The LOEs had a significant influence on completion time in both conditions (Fig. 4). In the 'with time limit’
condition, there was a significant difference between the high and low LOEs (z.ratio = 3.97, p <0.001) and between
medium and low LOEs (z.ratio = -3.62, p < 0.001) with a significantly shorter completion time in the high and
medium LOEs compared to the low LOE. In the "without time limit” condition, there was a significant difference
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between all the LOEs (high vs low: z.ratio = 5.78, p <0.001; high vs medium: z.ratio = 2.42, p = 0.04; medium vs low:
z.ratio = -3.43, p = 0.001) with significantly shorter completion times in the high and medium LOEs compared to
the low LOE and shorter completion time in the high LOE compared to the medium LOE.

There was a significant difference between the “with time limit’ (Median = 71.98) and "without time limit’
(Median = 79.72) conditions (z = 3.712, p <0.001) with a significantly shorter completion time when there was a
time limit.
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Fig. 4. Mean and 50 of completion time for each level of explanation

44 Fluency of interaction

The fluency of interaction was significantly influenced by the LOEs for both conditions with significant difference
between the high and low LOEs (“with time limit" z.ratio = 5.5, p = 0.001; "without time limit": z.ratio = 4.86, p <
0.001) and between medium and low LOEs ( “with time limit": zratio = -4.34, p < 0.001; "without time limit" z.ratio
= -4.14, p < 0.001).

In the "with time limit’ condition, the participants were more satisfied with the fluency of interaction when
received the high LOE (70% in strongly agree, 20% in agree, and 10% in neutral category) compare to the low LOE
(6.66% in strongly agree, 30% in agree, 26.66% in neutral, and 36.66% in disagree category) and more satisfied when
received the medium LOE (46.66% in strongly agree, 36.66% in agree, and 16.66% in neutral category) compare to
the low LOE.

In the “without time limit™ condition we saw the same trend, the participants were more satisfied from the
fluency of interaction when received the high LOE (60% in strongly agree, 33.33% in agree, and 6.66% in neutral
category) compare to the low LOE (20% in strongly agree, 20% in agree, 43.33% in neutral, and 16.66% in disagree
category) and more satisfied when received the medium LOE (36.66% in strongly agree, 53.33% in agree, and 10%
in neutral category) compare to the low LOE.

A summary in percentages of the fluency of interaction rating by the participants is shown in Fig. 5 and there
was no significant difference between the conditions (z = 0308, p = 0.7538).
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Fig. 5. The participant’s responses to the fluency of interaction in different levels of explanation in percentage

4.5 Adequacy of explanation

The LOEs had a significant influence on the adequacy of explanation in both conditions. In the “with time limit’
condition, there was a significant difference between the high and low LOEs (t.ratio = 17.6, p <0.001) and between
medium and low LOEs (tratio = -15.7, p = 0.001) with significantly better adequacy of explanation in the high and
medium LOEs compared to the low LOE. In the “without time limit” condition, there was a significant difference
between all the LOEs (high vs low: tratio = 15.06, p <0.001; high vs medium: t.ratio = 3.47, p = 0.002; medium vs
low: tratio = -11.59, p = 0.001) with significantly better adequacy of explanation in the high and medium LOEs
compared to the low LOE and better adequacy of explanation in the high LOE compared to the medium LOE as
presented in Fig. 6.
There was no significant difterence between the conditions (t(178) = -0.968, p = 0.334).

46 Trust

The LOEs had a significant influence on trust in both conditions with significant difference between the high and
low LOEs ( “with time limit": t.ratio = 10.04, p < 0.001; “without time limit": t.ratio = 9.89, p < 0.001) and between
medium and low LOEs ("with time limit": tratio = -7.68, p < 0.001; "without time limit": tratio = -7.71, p < 0.001).
In both of the conditions, the trust in the robot was higher when the LOE was high or medium compared to the
low LOE as presented in Fig. 6.

There was no significant difterence between the conditions (t(178) = 0.428, p = 0.669).

5 DISCUSSION

Results revealed that LOEs had a significant effect on all dependent variables and participants found a difference
among the three LOEs. With respect to all dependent variables, there was no difference between high LOE and
medium LOE in the “with time limit" condition. However, there was a significant difference between high/medium
(both were similar) and low LOE. In the *without time limit’ condition, In the highest LOE its took lesser time to
the participants to complete the task and the adequacy of explanation was higher. The medium and high LOEs
were equally fluent and trusted by the user. However, the high or medium LOEs were significantly different from
the low LOE. Irrespective of the time restrictive condition, we found that high LOE was preferred.

5.1 Completion Time

In a previous study [&], it was found that performance could increase with appropriate explanation in case of no
time limit. In our work, we did find that the participants completed the task in a shorter time in the high LOE
when there was no time limit. It confirms that the high LOE should be provided by the robot to improve the
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performance in case of "without time limit". However, in case of "with time limit’, high or medium LOE could be
provided. This observation is opposite to previous research findings [22] where a brief explanation would be
provided to complete the search rescue task (which is a time-critical task). However, we would like to stress that
our study was conducted in a laboratory environment. Further, our experiment included only a time limitation for
evaluating emergency situations. We found out that only completion time was shorter (statistically significant) in
the case of "with time limit’" condition compared to “without time limit’ condition. However, other measures did
not have any effect with the introduction of the time criticality aspect in the design.

5.2 Fluency of interaction

Irrespective of time restrictive cases, fluency of interaction was not impacted by the clarity of the information.
Fluency of interaction increases when the collaborating agent can anticipate the action of the other [12]. In this
work, we have proposed an explanation that would try to help users understand the plan of the robot. The pattern
of explanation played an important role in deciding the fluency of interaction. The participants felt less fluent in
interaction in case of a static pattern of explanation. Henceforth, the medium LOE and high LOE were equally
preferred among the conditions.

5.3 Adequacy of explanation

The adequacy explanation is defined as the information provided by the robot should be clear and precise [13]. As
aforementioned (section 5.1), the information provided in the “without time limit’ condition can be long enough.
This concurs with our result that a high level of clarity with dynamic pattern explanation was preferred. However,
the high or low level of clarity did not play any role when there was a limit of time. This suggests that participants
with a brief explanation in case of “with time limit” would be able to complete the task.

54 Trust

The trustor could only rely upon the trustee if its expectation is matched with the action performed by the trustee.
[9, 17]). The explanation provided by the robot would increase the trust of the trustee in it [8]. Indeed high or
medium LOEs have been trusted more compared to low LOE in both conditions. This reflects that users trusted
the dynamic explanation pattern more compared to the static pattern. The high or low level of clarity does not
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have any effect on the trust of the participants. This suggests that participants expect a more dynamic pattern of
explanation in both time conditions from the robot.

6 CONCLUSION AND FUTURE WORK

We have proposed three LOEs to examine a communicative interaction between humans and robots. The LOEs
was based on clarity and a pattern of explanations. We devised two levels for each of the parameters. We compare
the LOEs in two conditions with two groups namely “with time limit” and “without time limit".

It was illustrated that high LOE was preferred compared to the medium and low LOE in case of completion
time and adequacy of explanation in the “without time limit" condition. Further, fluency of interaction and trust
was similar in the case of medium and high LOEs. In the case of the 'with time limit’ condition, it was found that
high and medium LOEs were similar and preferred more compared to the low LOE. It was found that the pattern
of explanation played an important role in affecting the results. The clarity of explanation did affect some of
the variables in the “without time limit” condition. The need for justification of an explanation of robotic actions
should also be taken into consideration for the LOEs. Time limitation is not the only factor to impose emergency
situations. Therefore, different modalities like alarms need to be considered to simulate emergency situations.
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A QUESTIONS OF THE FINAL QUESTIONNAIRE

Table 5. Final Questionnaire - Questions by measures

Measure Question Reference
Human-oriented - I felt the information provided by the robot was at the right time. [11]
Fluency of interaction I felt like the robot was committed to success.
The robot’s explanations were sufficient and sufficiently
Adeguacy of detailed for me to do my task. [15]
explanation The robot’s explanations were satistactory.

The explanation is actionable, and I felt the robot and T were a good team.

I felt stressed, worried or had doubts when the robot gave instructions.
Trust I'was confident in the robot’s instructions. [13]
My trust in the robot and its abilities was high.
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B THE ROBOT'S EXPLANATIONS TO THE USER ALONG THE TASK IN EACH ONE OF THE
LEVELS OF EXPLANATION

Table 6. The robot’s explanations to the user in each of the levels of explanation

Level of Explanation

Explanations from the robot

High

A very detailed explanation regarding the passage of the obstacle - each movement that the
participant had to perform to pass the obstacle was detailed separately:

- “Turn left 90 degrees”

. "Move forward”

. "Stop and turn right 90 degrees”
. "Move forward”

. "Stop and turn right 90 degrees”
. "Move forward”

. "Stop and turn left 90 degrees®

. "Move forward”

G =) o B e Ll b =

Alter passing the obstacle: "You passed the obstacle, I'm continue to patient”
When reached the patient: "T'm in the patient's room, check patient’s metrics”
When the participant has finished giving appropriate treatment to the patient:
"On the way to the next patient’s room”

Medium

A partially detailed explanation regarding the passage of the obstacle - an explanation that
combined between movements that need to be done:

. "Turn left and move forward”

. "Stop, turn right and meove forward”
. "Stop, tum right and move forward”
- "Stop, turmn leflt and move forward®

[ ]

Alter passing the obstacle: "You passed the obstacle, I'm continue to patient”
When reached the patient: The robot gave no explanation.

When the participant has finished giving appropriate treatment to the patient:
"On the way to the next patient’s room”

Low

A single explanation of all the movements that need to be done to pass the obstacle together:
1. "Turn left, then turn righl‘. and then right again and ﬁ.nally turn left”

Alter passing the obstacle: "You passed the obstacle®

When reached the patient: The robot gave no explanation.

When the participant has finished giving appropriate treatment to the patient:
*On the way to the next patient’s room”
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Chapter 5. Summary and Conclusions

In recent years, we have witnessed an increase in the shortage of caregivers compared to the
older population which is growing at a high rate. In parallel, robotic systems are penetrating
into many non-industrial environments with increasing interaction with humans. The Covid-19
pandemic emphasized the need to use assistive robots and accelerated their entry into our lives.
These robots are becoming more and more autonomous and their use as a solution to the
healthcare system is increasing as well as their use by non-professionals and bystanders. This
highlights the importance of improving human-robot interaction. Some of the critical factors in
human-robot interaction are the feedback and the way that the robot communicates with the

user. Creating a successful and understandable interaction is a challenging task.

In this thesis, we focused on two main aspects of human-robot interaction, the way of
interaction and the user's understanding of the robot. The research was performed on a

mobile robotic telepresence system.

In the first study, we examined how the feedback and explanations from the robot should be
communicated to the user by designing two different interaction modes (proactive and reactive),
and evaluating their influence on performance and the user's perception with two groups,
technological and non-technological. The main result from this study was that the proactive
interaction mode was the preferred mode and enhanced performance, understanding of the
robot by the users, and reduced workload. Moreover, the results emphasized the importance
of understanding the robot by the user. We found that the user's understanding of the robot
affected all the other dependent variables that were examined in the experiment. Participants
completed the task in a shorter time with better performance in the secondary task, were more
satisfied with the interaction with the robot, were more aware of the situations in the
environment, and the workload on them was lower when they understood the robot better. In
addition, from the video analyses we conducted and the users' responses, an interesting finding
emerged. It showed that there are also benefits to the reactive interaction mode. Participants did
like in a certain way the ability to control the user interface while performing the task and the
possibility to use certain elements only at appropriate moments. This finding should be
examined in future work by applying a hybrid model that can be considered a proactive-reactive
mode where most of the basic elements and feedback are 'pushed' to the user and some

additional is allowed for 'pulling’.
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On the whole, the first study highlights the potential of improving the interaction between a
remote operator and robots by using the most appropriate interaction mode but it still has several
limitations. This experiment examined a specific scenario of a telenursing task in which we
tried to simulate a hospital environment but in practice was conducted under laboratory
conditions and not with caregivers. In order to generalize these conclusions, additional
experiments must be performed to examine more interaction modes (e.g. combination of
proactive and reactive modes) in different tasks and environments and with different users.
Caregivers can be divided into adults and young people when our hypothesis is that over time
young caregivers will adapt to technology and their performance will be comparable to the
technological population that was tested by us. In contrast, the older population of caregivers
can have both resistance to accepting the new technology and difficulties in adapting to it, and

these are things that need to be examined in the future.

The findings from the first experiment combined with the literature showed the importance of
examining ways to improve the user's understanding of the robot. One aspect that may improve
understanding is the explanation that the robot gives to the user. Accordingly, in the second
study, we focused on what information should be communicated to the user? and when it should
be communicated to him? in order to improve understanding. Based on these two questions we
designed levels of explanation based on clarity and explanation patterns. We defined two levels
of clarity (high and low) and two explanation patterns (static and dynamic). Accordingly, three
levels of explanation were designed (high, medium, and low) and examined with two different
groups, representing two conditions related to time criticality, with and without a time limit.
We hypothesized that high LOE would be preferred in the 'without time limit' group and
medium LOE in the 'with time limit' group. It was found from this study that high LOE led to
shorter completion time compared to the medium and low LOEs and was preferred in case
of the adequacy of explanation in the *without time limit' group. Further, fluency of
interaction and trust was similar in the case of medium and high LOEs. In the *with time
limit" group, it was found that high and medium LOEs were similar and preferred more
compared to the low LOE. It was found that the pattern of explanation played an important
role in affecting the results. The clarity of explanation did affect some of the variables in the
'without time limit" group. Hence, our study concurs with previous research that a brief and

precise explanation would be enough for time-limited conditions.

Despite these findings, the need for justification of an explanation of robotic actions should also

be taken into consideration. In addition, the time limit is not the only factor that is important

43



for time-critical tasks. Therefore, different modalities like alarms should be considered to

simulate emergency situations.

It would also be interesting to examine aspects of usability in future studies in our research
area and examine their contribution.
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Appendices
Appendix A — Study 1

A.1 BGU ethical committee

R Ben-Gurion University of the Negev ~ Human Subjects Research Committee

Application for Approval to Use Humans as Subjects in Empirical Study

1. General

Name of Research Project: Level of Interaction in Mobile Robotic Telepresence for elderly care
and medical needs . The experiment will take about an hour.

To which agency is the proposal being submitted (or has been submitted): None

Principal Investigator/s (or academic supervisor/s):

Name: Yael Edan Name:

Department: IlE&M Department:
Academic position: Prof Academic position:
University Telephone: 08-6472232 University Telephone:
Mobile Phone: 052-3683931 Mobile Phone:
University Email: yael@bgu.ac.il University Email:
Otiier:Ramel: Other Email:

Name(s) of those conducting the research (if different from above):

Name: Omer Kerdar Name:

Department: [E&M Department:
Academic position: BSc/MSc student Academic position:
University Telephone: University Telephone:
Mobile Phone: 050-8564583 Mobile Phone:

Email: omerkei@post.bgu.ac.il Email:
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R Ben-Gurion University of the Negev ~ Human Subjects Research Committee

Il. Consent to Participate

1. Are the subjects able to legally consent to participate in the research? EYCS / I:I Mo
If you answered ‘No” to question 1, complete section llb

2. Will the subjects be asked to sign a consent form? BXves/ [ No
If you answered *“Mo” to question 2, explain here:

IIb: Subjects who cannot legally consent (minors, mentally incapacitated, ete.):

3. Will the subject’s legal puardian be asked to sign a consent form? [ yess/ [INo

If you answered ‘No’, to question 3, please explain here:
4.  Will the subject be asked to give oral consent? [ ves/ [ INo
5. Are the instructions appropriate to the subjects’ level of understanding? Cves/ [INo

Comments: In the case of minors - they will be asked to give oral consent, whereas their parents will

be asked to sign a consent form.

B, If informed consent forms will be signed, how will the informed consent forms be

stored to ensure confidentiality? All signed forms will be saved in a locked cabinet.

I11. Discomfort:

7. Will the participants be subjected to physical discomfort? [Cyess < No
8. Will the participants be subjected to psychological discomfort?: [ Jves/ < No

If you answered “Yes” to question 7 or 8, add here a detailed explanation of the

clircumstances:

IV. Deception

9. Does the research involve deceiving the subjects? |:|‘|’c5 ! E Mo

10. Is the decision on the part of the subject to participate in the study based on deception?

(For example, if they are informed of their participation only after the event.) Cves/ B No
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R Ben-Gurion University of the Negev ~ Human Subjects Research Committee

If you answered *Yes' to question 9 or 10, add here a detailed explanation why deception

1S necessary:

Y. Feedback to the Subject

Note: Although feedback to the subject is recommended for all studies, it is required for studies that invoelve discomfort or

deception. Feedback entails providing the subject, upon completion of the experiment, explanation of the experiment and its

aims.
11. Will the subjects be provided with post-experiment oral feedback? @Yesa’ D Mo
12. Will the subjects be provided with post-experiment written feedback? DYESI E No

If you answered ‘No’ to both questions 11 and 12, explain here:

V1. Compensation for Participation

13. Will the subjects receive compensation for participation? Bves/ [INo

Detail here the type and amount of compensation: A bonus point in an automation course.

If you answered “No’ to question 13, explain the basis for participation:

VIL. Privacy:

14. Will audio and/or visual recordings be made of the subjects? EYESI I:l No
a. If yes, are they informed of this fact in the informed consent form? Yes.-’ |:| Mo

15. Will the data collected (apart from the informed consent form) contain identifying details about

the subjects? Yes.-’ |:| Mo

a. If the data contains identifying details, please answer here: (1) What steps will you take to
ensure the confidentiality of the information? (2) How will the data be stored? (3) What will
be done with identifying information or recordings of the subjects at the end of the research?
Video recordings of the participants will be stored on BGU computer systems. Data can be

accessed only by authorized personnel who have personal passwords to the data.
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R Ben-Gurion University of the Negev ~ Human Subjects Research Committee

VIII. Withdrawal from the Study:

16. Will subjects be informed that they may withdraw from the study at any time? Xyes/ [ INo

17. Will the subjects’ compensation for participation be affected if they withdraw from the study
before its completion? DYes / & No

a. If yes, are they informed of this fact in the informed consent form? [:]Yes / IZ] No

IX. Research Equipment

18. Does the research entail the use of equipment other than standard equipment, such as computers,

video recording equipment? &Yes / D No

19. If yes, does the equipment being used meet safety standard for use with human subjects?

&Yes / D No

Please specify which standards (include documentation where appropriate): The mobile robot that
we use, WYCA, has a built-in system that deals with this situation and prevents the possibility of

collision with objects and with the user himself.

Signatories:

Name: Yael Edan Position: Professor Name: Position:

Signature: & & Date: Signature: Date:
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R Ben-Gurion University of the Negev ~ Human Subjects Research Committes

This sectson is © be filked cut by a member of the Human Subjects Rescarch Commitice only

Decision of the Commitiee:

Mote: The decision of this committes pertains paly to cthical considerations invelved in the conduet of the rescarnch.

Request Number:

Request Sub-Number:

Title of Research Project:

Principal Investigator/s:

Approval for research: @ Granted / |:| Denied

Comments to the researcher in the event that application has been demied:

some small coments of typos and few that might be improved

Signature of committee:
Name: Raziel Riemer

Signature: RWE Date:
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A.2 Explanation form for the subject
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A.3 Consent form for the subject
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A.4 Preliminary questionnaire
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A.5 Post-trial questionnaire
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*~ Assessment of Task load

DAY ER'T

* R(me, nownm) STOIN PRI ST NIEN 00 T I ooy 12

3 4 3 2 1
TIMT Mz o O O O O TIHT Jima
* D YT DT TN 0D TY oo oy 13
3 4 3 2 1
TIMT Mz o O O O O TIHT Jima
T T TR AT T DTS 2T A0 TY T oy 14
41 4 3 z 1
TR T O O O O O 3w T RY

T UTNTan N pEa R NI a0 T oy 15
ornng plires

nU'mom nnTEn - — - — -

TUTNMIR NIT TR DO TR DFN TE DT ST TN T O DR a0 Ty ynen 16

5 4 3 2 1
THD DA A WA L L A TIHA GYN
* TT0ImaI WHIFD T 1T ARNA temn amna T L7
5 4 3 2 1
TIRE M3 b L A b b W T

67



a

a

= Environmental awareness

'

B T

DO et M OO Ot o TI".":lu_I:l b Ty B i s Ty o T e o T T Py o e T i T o e o e T e T i g B T T s T 2

TERE A3 TEa

THTEamR Is s — (e

TIMA 3a

TIMM IO

TERE A3 TEa

TEND D'ION

=l

s

-
&
i
I

*

-
&
i
I

* ourn

TANTMO VT DUooes e, T

68

Pl

T W) SrEFROI0 RS TR TR DO PO DTN DR 0 o TEna 19
7 o) oo

[ R fat e Bk U Eiry T S o R R e g

. — M Ema

FUOIMN D3 D2 Ao T U2E? NS T 0D Do UTTae Tmo 20

- — THE DR

DT THF TR0 TWTFIard e o ' Tl ae e s e N (21

— 77> mryon w'P

TITIED IS TP TWEISD TaeiTam o 23

o e

TN VST

neE o

unx e

e

T

ey

[l

AT

NP naon

I

TUMG D



A.6 Final questionnaire

Final questionnaire - Telenursing
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Appendix B — Study 2

B.1 BGU ethical committee

R Ben-Gurion University of the Negev ~ Human Subjects Research Committee

Application for Approval to Use Humans as Subjects in Empirical Study

I. General

Name of Research Project: Level of Explanation in Mobile Robotic Telepresence. The
experiment will take about an hour.

To which agency is the proposal being submitted (or has been submitted): None

Name: Yael Edan Name:
Department: IE&M Department:
Academic position: Prof Academic position:
University Telephone: 08-6472232 University Telephone:
Mobile Phone: 052-3683931 Mobhile Phone:
University Email: vael@bgu.ac.il University Email:
Other Email:

Other Email:

Name(s) of those conducting the research (if different from above):

Name: Omer Keidar Name:

Department: IE&M Department:
Academic position: MSc student Academic position:
University Telephone; University Telephone:
Mobile Phone: 050-8564583 Mobile Phone:

Email: omerkel(@post.bgu.ac.il Email:
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ﬂ Ben-Gurion University of the Negev ~ Human Subjects Research Committee
Application for Approval to Use Humans as Subjects in Empirical Study

11. Consent to Participate
1. Are the subjects able to legally consent to participate in the research? Dyes/ [INo

If you answered ‘No’ to question 1, complete section I1Ib

2. Will the subjects be asked to sign a consent form? Ryes/ [INo
If you answered ‘No’ to question 2, explain here:
IIb: Subjects who cannot legally consent (minors, mentally incapacitated, etc.):
3. Will the subject's legal guardian be asked to sign a consent form? [Cyes/ [ No
If you answered ‘No’, to question 3, please explain here:
4. Will the subject be asked to give oral consent? [Cdyes/ (I No
5. Are the instructions appropriate to the subjects' level of understanding? [Cdyes/ [INo

Comments: In the case of minors - they will be asked to give oral consent, whereas their parents will
be asked to sign a consent form.

6. If informed consent forms will be signed, how will the informed consent forms be

stored to ensure confidentiality? All signed forms will be saved in a locked cabinet.

111. Discomfort:

7. Will the participants be subjected to physical discomfort? Clves’ X No

8. Will the participants be subjected to psychological discomfort?: Cyes/ X No

If you answered ‘Yes' to question 7 or 8, add here a detailed explanation of the

circumstances:

IV. Deception
9. Does the research involve deceiving the subjects? DYes / & No

10. Is the decision on the part of the subject to participate in the study based on deception?
(For example, if they are informed of their participation only after the event.) DYes / E No
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n Ben-Gurion University of the Negev ~ Human Subjects Research Committee
n for roval to Humans as Su in Empirical Stu

If you answered ‘Yes’ to question 9 or 10, add here a detailed explanation why deception

IS necessary:

V. Feedback to the Subject

Note: Although feedback to the subject is recommended for all studies, it is required for studies that involve discomfort or
deception. Feedback entails providing the subject, upon completion of the experiment, explanation of the experiment and its

aims.
11. Will the subjects be provided with post-experiment oral feedback? EYes / D No
12. Will the subjects be provided with post-experiment written feedback? Xves/ [INo

If you answered ‘No’ to both questions 11 and 12, explain here:

V1. Compensation for Participation
13. Will the subjects receive compensation for participation? DXyes/ [INo

Detail here the type and amount of compensation: A bonus point in automation course.

If you answered ‘No’ to question 13, explain the basis for participation:

VI1I. Privacy:

14. Will audio and/or visual recordings be made of the subjects? DYes / E No

a. If yes, are they informed of this fact in the informed consent form? Oyes/ [CINo

15. Will the data collected (apart from the informed consent form) contain identifying details about
the subjects? Cyes/ XINo

a. If the data contains identifying details, please answer here: (1) What steps will you take to
ensure the confidentiality of the information? (2) How will the data be stored? (3) What will

be done with identifying information or recordings of the subjects at the end of the research?
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R Ben-Gurion University of the Negev ~ Human Subjects Research Committes

Application for Approval to Use Humans as Subjects in Empirical Study

VIII. Withdrawal from the Study:
16. Will subjects be informed that they may withdraw from the study at any time? Bves/ [ Mo

17. Will the subjects” compensation for participation be affected if they withdraw from the study
before its completion? EY&M |:| Mo

a. It yes, are they informed of this fact in the informed consent form? EY&M |:| Mo

IX. Research Equipment

18. Does the research entail the use of equipment other than standard equipment, such as computers,

video recording equipment? EYE‘&J’ |:| Mo

19. If yes, does the equipment being used meet safety standard for use with human subjects?

EYE‘&J’ D No

Please specify which standards (include documentation where appropriate). The mobile robot that
we use, WY CA, has a built-in system that deals with this situation and prevents the possibility of

collision with objects and with the user himself.

Signatories:

Mame: Yael Edan  Position: Professor Name: Position:

§
Signatuire: & & Date: Signature: Date:
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ﬂ Ben-Gurion University of the Negev ~ Human Subjects Research Committee

This sectson i5 o be filked out by 2 member of the Humazn Subjects Research Commattes anly

Decision of the Committee:

Mote: The decizion of this committes pertaing oaly 1o ethical considerations involved in the conduct of the research.

Request Number:

Request Sub-Number:

Title of Research Project:
Principal Investigator's:

Granted / [_] Denied

Approval for research:

Comments to the researcher in the event that application has been demed:

Signature of committee:

Gilad Ravid

MName:

3 T

Signature; Date: 17 / T /2022
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B.2 Explanation form for subject
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B.3 Consent form for the subject
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B.4 Pre-questionnaire
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B.5 Post-questionnaire
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Appendix C - Push and Pull Feedback in Mobile Robotic Telepresence - A
Telecare Case Study

C1l. O. Keidar, S. Olatunji and Y. Edan, Push and Pull Feedback in Mobile Robotic
Telepresence - A Telecare Case Study, 2022 31st IEEE International Conference on Robot and
Human Interactive Communication (RO-MAN), 2022, pp. 693-698, doi: 10.1109/RO-
MAN53752.2022.9900596.
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2022 31st |IEEE International Conference on Robot and
Human Interactive Communication (RO-MAN)
August 29 - September 2, 2022. Naples, Italy.

Push and Pull Feedback in Mobile Robotic Telepresence -
A Telecare Case Study

Omer Keidar, Samuel Olatunji, Yael Edan

Abstract— Mobile robotic telepresence (MRP) has emerged as
a possible solution for supporting health caregivers in a
multitude of tasks such as monitoring, pre-diagnosis, and
delivery of items. Improved interaction with the system is an
important part of using such MRP systems. The corrent study
compared two feedback types ("push’ and “pull’) for controlling
muohile robots via telepresence. An experimental system that
represented a hospital environment was developed. A remote
operator (defined as a wser) teleoperated a mobile robot to
deliver medication supplies to 2 patient and receive samples
from the patient while attending to a secondary task involving
medical records. The influence of the feedback tvpes on different
aspects of performance and user perception was investigated.
User studies were performed with 20 participants coming from
two different types of groups — wsers with and without
technological backgrounds. Results revealed that for both wser
types, the 'push’ feedback enhances performance, situation
awareness, and satisfaction compared to the 'pull’ feedback. The
study highlights the potential of improving the telecare
experience with MRPs through different feedback types.

[, INTRODUCTION

There is an increasing demand for health services as the
aging population increases [1]. The shortage of healthcare
professionals to cope with the increasing demands [2], [3] of
the rising proportion of older people [1] leads to an increased
need i developing solutions to assist the older adults.
Assistive robots are being developed as a solution enabling to
support older adults and caregivers in homes, hospitals, and
care centers [4], [5], [6). These robots can reduce workload
from the caregivers by executing autonomously different tasks
such as pre-diagnosis, food delivery, and monitoring while the
caregivers perform other tasks [7]. A teleoperated robot can be
controlled by a human operator from a distance and can
perform tasks (services) as if the operator were on the spot [6].
In parallel, it can operate autonomously (e.g. navigate in
known environments) and release the operator to execute other
tasks.

In this study, we focused on a mobile telepresence robot
which 15 a specific form of a teleoperated robot, commonly
termed mobile robotic telepresence (MRP) [8]. MRP enables
a remote user to move around and carry out tasks in a distant
environment while interacting with other people in the
environment through the teleoperated robot [8]. The robotic
hardware for MRPs has been evolving over the years leading
to improved actuators and sensors that emable users to
accomplish more tasks remately. Telecare is an example that
has benefitted from the use of MRPs for home care [9], for
assisting those with special needs [10], to support older adults

This research was supported by Ben-Gurion University of the Negev through
the Agricultural, Biological and Cognitive Robotics Initiative, the Marcus
Endowment Fund, and the W. Gunther Plaut Chair in Manufacturing
Engincenng.
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for activities of daily living [11], for situations when social
distancing 1s required [12], for clinical and telemedicine
applications [13] particularly when health centers were
overcrowded during the COVID-19 pandemic [14]. Research
in MRPs for telecare includes the development of the
GiraffP’lus research platform [10], the ExCITE EU project [15]
which worked on several functionalities and the TERESA
project [16] which focused on social navigation capabilities.

However, in all previous projects, a challenge that has
lingered is the need to improve the information presented to
the users. Most research focused on the video stream the users
receive about the environment in order to improve situation
awareness [135], [17], [18]. An observation that came to the
fore was that the users became so absorbed in the video display
that they ignored a lot of information on the user interface [19].
This brings several thoughts regarding the ability to control the
information needed to ensure important information is not
missed. We, therefore, evaluate in this study if it is beneficial
for the user to have control over the information being
presented.

To address this challenge, we compared two feedback
types to control the information that is transmitted to the user,
information that is 'pushed’ to the user (proactively provided)
and information that is ‘pulled' (reactively provided) by the
user based on demand. Finding the right feedback type holds
the potential to improve human-robot communication for
remotely controlled tasks.

Interaction captures control, feedback, adaptation, and
communication between the human and the robot [20]. 1t also
includes the method through which the human accesses the
information provided by the robot. This method of
information access can define feedback types commonly
graded as 'push’ (proactive), "pull’ (reactive), and coactive [21]
or mutual [22], [23] (combined proactive and reactive). It
delimitates the degree of control the user has over the content
and structure of the information being presented in the
interaction [24]. In the ‘push' feedback information is
continuously generated to the user even when it is not
demanded [26]. The 'pull’ feedback describes a time
dimension of feedback where information is given only on
demand [25]. The robot provides information to the human
only when the information is *pulled’. These feedbacks can
be also combined in a mutual mode [27].

Studies in various fields (e.z., vehicle safety systems [27],
activity tracking [28], virtual traffic light systems [29], and
unmanned aerial systems [30]) have compared between “push’

The authors are with the Department of Industrial Engineering and
Management, Ben-Gurion University of the Megev, Be'er Sheva 8410501,
Israel (e-mails: omerkei@post.beu ac.il, olatunjif@post. bau ac il
vaelibgu.ac.il)



and ‘pull’ feedback types. They showed that "push’ feedback
increases aleriness, awareness, encourages active actions, and
minimizes the potential of losing information during use. In
some cases, such as in activity tracking in wearables, the
‘push’ feedback was reported to create more positive and
encouraging thoughts during use, compared to the ‘pull’
feedback that made the task feel more difficult and boring
[28]. However, some benefits of the ‘pull’ feedback were also
reported in these studies, for instance, the virtual light system,
provided similar performance outputs to the "push’ feedback
[29]. In the unmanned aerial system context, users preferred
the ‘pull’ feedback for inquiring about certain information or
expressing concerns [30]. These contributions are relevant to
the specific context and cannot be generalized. There has been
no explicit evaluation of ‘push' and 'pull’ feedback types in
robotic telecare and for different types of users. The current
study, therefore, sets out to examine the influence of the
feedback types in this domain of telecare and identify possible
insights to improve the interaction of the remote caregiver
with the care recipient.

This study focuses on implementing MRP in a telecare
task and comparing two different feedback types — ‘push’ and
'pull’. The specific objectives were to:

& Develop 'push' and "pull’ feedback types in a remote user
mterface of an MEP for a telecare task.

& Compare these feedback types in a telecare task with a
secondary care-related task and evaluate the influence
of these feedbacks on performance and user perception.

o Evaluate if the wser's background influences owverall
performance and usability.

Il METHONS

A. Overview

The experimental setting was arranged to resemble a
hospital-like environment with a MRP mission of delivering
and receiving healthcare related items to and from a patient.
Along with this task, the users performed a secondary task.
Two different feedback types, 'push’ and "pull’ were examined
with two groups: one with a technological background and
one without a technological background.

B. The experimental system
The system consists of a WYCA mobile robot platform,
remote user interfaces, and a server-client communication
architecture that used a Rosbridge WebSocket to connect to
the robot operating system (ROS) platform of the robot
(Figure 1). The user interfaces were programmed using
HTML, 15, C58 and PHP and ran on the operator’s computer.

C. User inferfaces
The user interface was divided into two screens — a main
task screen and a secondary task screen. The interfaces were
buwilt according to conclusions regarding  workload,
convenience, and desires of the users as detailed in [32]. For
each feedback type (‘push', ‘pull’), different main and
secondary task interfaces were designed.

Main task sereen - the main interaction with the robot
takes place through the main task screen which contains a
display of three different cameras views (front, front bottom

and rear), arrows that allow manual navigation of the robot
and feedback from the robot that received imformation only at
important points along the robot's path, and status information
about the start of the mission, amrival at the destination e.g.
patient’s room, condition along the way e.g. familiar position,
facing a new comidor, malfunction, something unexpected on
the way or obstacle. Combined visual and auditory feedback
was included based on previous expeniments [32], [33].

®

o |

Control Position

Main task sereen
(Figure I}

Secondary task sereen

MRP System
o O

[Jmesces ROS

Figure 1. Schematie description of the system

Secondary task sereen - the secondary task screen
contains a compilation of patients' health records and some
questions about them. The difference between the "push’ and
il feedhacks is in the information ahont the patients
presented to the user.

D Implementation of the feedback nypes
The remote user interface indicating the warious
information items that can be ‘pushed’ or "pulled’ 13 presented
in Figure 2. The difference between the user interfaces was
the level of information and control afforded to the user.

In the main "Push’ interface, the user receives all the
existing elements on the main screen directly and
permanently. This means that he/she does not need to demand
the various elements in the interface and he'she cannot tum
them off, they are working all the time.

In the main "Pull’ interface, the user receives the main
front camera only but can demand the rear camera, bottom
camera, and the various feedbacks that are available in the
main interface. In this interface, the user can control the
vanous elements on the screen {turn off and on) as needed.

E. Task

The main task i3 to use 8 MRP to deliver medication with
other supplies to the patient and receive samples from the
patient. The user must perform in parallel a secondary task of
answering questions related to information about patients
he/she retrieves from online data records. This secondary task
was introduced to simulate an increased workload. The robot
moves autonomously in the environment but may require user
involvement at a certain point (e.g., entering a room that
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Figure 2. The remote user interface containing information elements that can be ‘pushed’ to the user (top) or ‘pulled’ by the user (bottom) depending on
the experimental feedback type

requires a code, manual navigation in a complex
environment). The user sends the robot automatically towards
the patient's room to accomplish the main task. Along the
way, a code is required to be entered by the user before
continuing the task (to simulate similar scenarios in which the
robot should enter a room with a code or enter an elevator,
etc.). When the robot reached the patient's room, the robot
switched to manual navigation mode and the user had to
control it using the arrows in the interface to reach the patient
(which is required when the environment is dynamic and
constantly changing). Upon completion of the mission in the
patient room, the robot is automatically sent back to the
control position. The user is required to perform the main task
in the shortest time while trying to answer as many questions
as possible correctly in the secondary task.

F. Research hypotheses
Based on a previous study conducted on ‘push’ and ‘pull’
feedbacks in wearable devices [28], where the push’ feedback
seemed to produce more positive effects on users compared
to the ‘pull' feedback, we propose similarly:
HI: ‘Push’ feedback, as compared to ‘pull’ feedback will

increase the user's situation awareness and improve user's
performance.

We assume that in some cases, users require more
information than the default they have been provided with.
We expect that the motivation to 'pull' that information will
complement their understanding of the system and
envitommnent more as they receive the infonmation, compared
to situations when all information has been provided a priori

(as in the 'push’ feedback) [30]. Hence, we propose:

H2: 'Pulling' information as needed compared to all
information ‘pushed' to the users will improve the user's
understanding.

G. Participants

User studies were performed with 20 participants coming
from two types of groups - users with technological
background (denoted as 'Tech') and without technological
background (denoted as 'Non-Tech'). The participants
completed a preliminary questionnaire before starting the
experiment. This preliminary questionnaire included
questions on demographic information such as age, gender,
etc. It also included the Technology Adoption Propensity
(TAP) [34] questionnaire to assess their likelihood to embrace
new technologies. They also filled out a Negative Attitude
toward Robots Scale (NARS) questionnaire [35] to assess if
the participants had any negative bias in their evaluation of
the interaction with robots.

Gender was equally balanced in each group. All had no
previous experience with robots. The *Tech’ group included
10 third-year undergraduate industrial engineering students
(mean age=25.3 years, SD=1.49). The students were
compensated with course credit, to commensurate with their
time of participation in the experiment. The ‘Non-Tech’
group included 10 undergraduate nursing students (mean
age=23.8 years, SD=1.68). These students were compensated
with a payment of 30 Israeli shekels, to commensurate with
their time of participation in the experiment. The TAP
qucstionnaire analysis revealed a significant  difference
between the groups (t=3.87, p=0.001) confirming the
technological difference between the groups. According to
the NARS questionnaire, most of the participants did not have
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negative feelings about situations and interactions with robots
with similar results for both groups.

H. Experimental design

The experiment was designed as a within experiment with
the feedback types as the independent variable. Each user
repeated the task twice, in each of the two feedbacks. The
order of execution was assigned randomly so that we had 5
who started with "push’ and 5 who started with ‘pull’ in each
group.

1. Procedure

At the start of the experiment, after reading and signing
the consent form, participants were asked to fill out the
preliminary questionnaire. Following this, they were briefed
on the feedback types and task. Each participant performed
the task twice - in each trial they experienced a different
feedback type. The order of feedback type was randomly
selected. Each trial was followed by a questionnaire enquiring
about the experience with the specific feedback (details on the
measures are given below). After completion of the two trials,
participants answered a final questionnaire in which they
rated their overall experience with the robot and task.

J. Measures

The evaluation was carried out using objective and
subjective measures (detailed in Table I) which were taken as
the dependent variables. Subjective measures were assessed
via a post-trial questionnaire [23] using a 5-point Likert-type
scale for all measures except the SA score where we used a 7-
point Likert-type scale, all of them ranging from 1 ("Strongly
disagree") to 5/7 {"Strongly agree"). We used a 7 Likert-type
scale in the SA score according to [31] and other articles that
examined situation awareness and used it as well.

TABLE |. DEFENDENT VARLARLES

ey Varinhles
Variable E ! by Explanation
Efficeency P Dauratsan of the task
[ letsan © oh
pmpletian teme {obi} i secomds)
Mumber of complete
Completeress {ohy) apswers in the secondary
task
Effectivencss MNumber of comect
amswers from total
Accuracy {ab) questions i the secondary
task
s How comprehensible and
Consprehengiom ) clear the robot was
Understanding Clarity {sub)
Time { secomds) thad took
Reactson time (ohj) to partscipants to respomd
to the robot feedback
Satisfaction C unication {sub} Communscation with the
robat
Caonfidence while using
Confidence (sub) the robat
ComAfrtahility {sub) Comfortabality of use
Workload NASA TLX score [ sub) :
Aggregate mw SA scone
{subi)
Situatiom Mumber of elements that
aWArENess Number of ohjects sdentified were wdentified by the
{obi) participands in the
enviranment of the task

obj. ahjective mensire; sub subjective menzure
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K. Analvsis

Cieneral Linear Mixed Model (GLMM) analysis was
applied to analyze the data with the feedback type and order
as fixed effects, whereas the random effect was selected as the
participants’ variances. The tests were designed as two-tailed
with a significance level of 0.05.

IIl. RESULTS

Summary of the results is presented by mean = 5D
(standard deviation) with the significant variables highlighted
in green in Table II. The order of feedback type did not affect
any of the variables (completion time: F=141, p=023;
completeness: F=0.017, p=0.8%; reaction time: F=0.01T7,
p=0.99).

4. Efficiency
The task completion time was significantly affected by the
feedback type for both groups (*Tech™ F=5.05, p=0.037;
‘Non-Tech™: F=21.7, p=0.001) with a significantly lower
completion time when using the “push’ feedback .

B, Effectiveness

The feedback type did not significantly affect the number
of questions that were answered by the participants (*Tech™:
F=0.718, p=0.4; *Non-Tech": F=0, p=0.99).

In the *Tech’ group, the feedback type significantly affect
accuracy (F=9.76, p=0.006) with significantly higher
accuracy when using the 'push’ feedback than when using the
‘pull’ feedback. In the ‘Non-Tech” group, the feedback type
did not significantly affect the accuracy (F=0.241, p=0.62).

C. Understanding

The feedback type did not significantly affect
comprehension (F=0.2, p=0.66; F=238, p=0.14) and clarity
(F=0.643, p=0.433; F=3.81, p=0.06%) for “Tech’ and ‘Non-
Tech® groups respectively.

Reaction time was significantly affected by the feedback
type in both groups (*Tech’: F=18.13, p<0.001; ‘Non-Tech’:
F=34.96, p=<0.001) with a significantly lower reaction time
when using the ‘push’ feedback.

D, Sarisfaction

Communication was significantly influenced by feedback
type (F=8.7, p=0.01) in the ‘Tech’ group with significantly
higher perceived communication when using the ‘push’
feedback. In the *Non-Tech” group, the feedback type did not

significantly affect the perceived communication (F=1.26,
p=0.279).

In both groups, the feedback type did not significantly
influence the users' confidence (‘Tech™ F=2.82, p=0.117;
‘Non-Tech": F=0.22, p=0.639).

In the *Tech® group, the feedback type did not
significantly influence comfortability (F=1.335, p=0.267). In
contrast, in the ‘Non-Tech” group, the comfortability was
significantly affected by feedback type (F=9.54, p=0.007),
and the score while using the ‘push’ feedback was higher than
when using the 'pull’ feedback.



TABLE IL SUMMARY OF RESULTS

— Technolagical’ Wan-Technotrgical’

Variable “Puesh’ Pudi’ Pvalie Puesh’ Pull’ P-value
Completion time (sec) 170.6= 1651 43183 = (879 0.037 4041+ 16,85 455 = 16,85 =0.001
Completeness [count) 7408 5.4 = 086 0.4 B0 £ 152 602137 0806

Accuracy (%) 0,82 = 0.047 061 = 0.047 0.006 063 = 0.07 .66 = 0,066 062
Comprehension 30 = 056 322042 066 45 =031 4620351 0.14
Clarity 322078 A= 066 0.433 AR 042 322091 0068
Reaction time (sec) 18 £ 0.62 T4=12 =0.001 3704 835200 =0.001
Communication 455013 3.55=0.13 0.0l 4.6 051 4322105 0179
Confidence IE5 2027 34027 0.117 A3 =063 45 % 066 0639
Comfortability 1652074 335 =058 0267 15204 352023 0007
Workload 15.4 =068 191 =0.6 =0.001 17 094 04=054 =0.001

SA score 16,6+ 0.82 146 =08 0.013 18,6+ 0.97 18.3=0.97 0.76

Nomber “ft::f;'f Wentified 6.63 % 2.05 543 1.9 0.015 56084 52+139 012

Gireen indicates significantly statistical results; "Push’ was the preferred feedback in all cases

E.  Perceived Workload

The perceived workload was significantly influenced by
the feedback type for both groups (*Tech’: F=87.38, p=<0.001:
‘Non-Tech™: F=40.93, p=0.001) and significantly lower when
using the 'push’ feedback.

F. Simation awareness (84)

The SA score was significantly influenced by the feedback
type (F=7.5, p=0.013) in the ‘Tech” group. When using the
‘push’ feedback, the participants were more aware of the
robot's activities and the environment than when using the
‘pull’ feedback. In addition, the number of objects identified
was significantly affected by the feedback type and a
comelation can be seen between the 3A score and the number
of objects that were identified. Results revealed that when
participants used the 'push’ feedback, they identified more
objects in the environment. In the ‘Non-Tech' group, the SA
was not significantly affected by the feedback type (F=0.096,
p=00.76)and the score was almost the same for both feedbacks.
The number of objects identified was not significantly
affected by the feedback type (F=2.63, p=0.12).

IV, DIsCuUssIoN

Ao Users® perspectives on the ‘push’ and pull’
Jeedback type in the MRP

Users were able to successfully utilize both the *push’ and
‘pull’ feedback types and were satisfied with these feedbacks.
All the participants completed the tasks successfully. The
users noted the ease of use in each of these feedbacks. In both
feedbacks, the participants were able to attend to the
secondary task. There were no comments regarding
information overload, hindrance or barrer that either the
'push’ or ‘pull” feedback teedbacks caused which could have
prevented them from carrying out any aspect of the task
comesponding 1o [30]. Results revealed thar information
available to them facilitated the successful completion of the
ma'm task EIDHESIId'E attend::-mca o t]'I.B SE‘GDTLdﬂJ'}" lﬂﬂk.

B, Influence of the feedback tvpe

The feedback type has a significant influence across

several of the assessment variables. The 'push’ feedback was
rated as best across all the significant variables compared o

the 'pull’ feedback confirming H1 but not H2. This
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comresponds with the literature [28], [30] on the positive effect
of the ‘push’ feedback on the overall response and
performance of users, confirming the effectiveness of the
‘push’ feedback in a MRP scenario for a telecare task. We also
note in our results that some of the users indicated that the
‘pull’ feedback gave them more control over the information
provided compared to the ‘push’ feedback. Even though they
still rated the 'push' feedback eventually higher in terms of
comfortability, this subtly reflects the desire of users for some
control of the information where possible without being
deprived of performance [30]. It, therefore, calls for more
improved designs where the "pull’ feedback can be interwoven
with the ‘push’ feedback option in a hybrid design as
recommended in [30]. This will permit the performance of the
‘push’ feedback without depriving the users of the option to
‘push back™ some of the information provided if not required
and even ‘pulling’ back information as needed. This can
provide the users with a greater sense of control over the
mformation provided and can also further build trust [36].

C. User interface design

Different populations may have different requirements
regarding user interface design. Based on the results of our
experiment, which were quite similar between the two
populations examined ("Tech’ and 'Won-Tech'), it seems that
there was no difference in needs in the context of the interface.
Despite this, the topic of user interface design can be very
interesting and it may be worth examining it in further
experiments between more populations, such as older and
younger populations, etc.

V. CONCLUSION

This research reveals that 'push' feedback enhances
performance, situation awareness, and satisfaction of the
users compared to 'pull’ feedback.

The current study was conducted with a limited number of
participanis with both, technological and non-technological
backgrounds. Future work should aim at exiended evaluation
to be conducted in larger and different types of groups and
include qualitative feedback to capture missed details via
subjective rating. The study highlights the potential of
improving the telecare experience with MREP through these
feedback types.
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