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Abstract 
 

  The human interface is a major contributor in the quality of interactive human-robot systems which are 

assuming ever-growing importance in many applications, such as personal or professional service robots, 

in industry, the modern battleground and elsewhere. 

This thesis was designed to evaluate different parameters influencing the effectiveness of the human-

robot interface used to activate a robotic manipulator arm in a path guidance task. Eighteen students 

participated in the study, which encompassed 270 cycles of measured performance of tasks involving 

operation of a 6-DOF robotic arm. Three interfaces were used (a teach pendant, a touch screen and a 

mouse) to control a robotic arm in maneuvering a wooden block through a series of labyrinths under 

conditions of varying difficulty.  

The objective of the study was to determine which of the three interfaces is most effective.  

The participants included both genders (each group consisted of four females and five males), with 

equally sized groups of experienced and inexperienced operators. Parameters measured included 

objective measures such as total performance times and number of errors, subjective measures based on a 

NASA TLX questionnaire, and a physiological measure – heart rate variability. Two additional between-

measures were analyzed: the sequence of utilizing the three interfaces, which was changed among the 

participants, and previous experience with computer games. 

Some of the results correspond to the literature: learning in complex tasks occurs in two phases: in the 

first phase, there is large fluctuation and in the second phase, after the operator learns the task there is a 

significant performance improvement [Goonetilleke et al., 1995]. The study results indicated 

performance fluctuation in the first experiment followed by improved performance in the second 

experiment despite the increase in task difficulty level.   Results also indicated males outperform females 

in mental tasks similar to previous findings [Voyer et al., 1995].  In all experiments in this study, an 

initial improvement was observed after the first cycle similar to other research that indicated that 

familiarization with a task was found to improve performance [Saccuzzo et al., 1996; Roberts and Bell, 

2000]. 

 

Several results of the study were unexpected. Contrary to tacit expectations, it was observed that in the 

majority of cases measured, novices completed tasks faster and better than experienced operators and that 

in many cases performance levels deteriorated with task repetition, rather than improving with increased 

familiarity in a monotonic learning curve, as expected.   
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These apparently anomalous results indicate the possibility that variables such as task difficulty, fatigue, 

basic operator attributes and skills, had a more dominant effect than the choice of interface, suggesting 

that future research should include a comprehensive study of the factors affecting performance.   

 

Keywords: Human robot interface, Learning curves, Evaluation, Objective measures, Subjective measures, 

Physiological measures, Performance measures, Robot manipulator arm 

 

Abbreviations 

 

HO – human operator 

HRI - human –robot interaction 

MRT – mental rotation task 
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דפי שער בעברית ותקציר בעברית עובר לף המסמך ונכרך בצורה תקציר
 הפוכה

 
 
 

מערכות שירות אישיים בכגון , בר ביישומים רביםותופסות מקום הולך וגאינטראקטיביות בוט ור-מערכות אדם

רכיב  מהווהמכונה - ממשק האדם, במערכות אלו  .בשדה הקרב העתידי ובמקומות אחרים, בתעשיה, ומקצועיים

  .מערכתי בעל חשיבות מכרעת בקביעת איכות תפעול המערכות

בביצוע  רובוט בתפעול זרוע רובוטי- עילות ממשק אדםפרמטרים שונים המשפיעים על ילהעריך  ,מטרת מחקר זה

ניסויים שהתקבלו ממדידת ביצועי תפעול זרוע רובוטית בעלת  270היקף המחקר היה . וךמשימת הכוונה במב

המטלה היתה להעביר .  אשר השתתפו בניסוי) הנבדקים, להלן(שמונה עשרה סטודנטים  שש דרגות חופש של

ימוש תוך שעל ידי הנבדק  תמופעלה תזרוע רובוטיבאמצעות  כים שונים תחת תנאי קושי משתניםמבובקוביה 

ועכבר  ) TOUCH SCREEN(מסך מגע , )TEACH PENDANT(בקר כפתורים : משלושת הממשקיםאחד ב

   .  מחשב

  

  .מטרת המחקר היתה לבחון איזה מן הממשקים יביא לתוצאות היעילות ביותר

  

מחציתם בעלי ניסיון בתפעול מערכות רובוטיות ומחציתם ללא ניסיון , הנבדקים חולקו לשתי קבוצות זהות בגודלן

הפרמטרים ).   ארבע נשים, חמישה גברים(בשתי הקבוצות מספר זהה של נבדקים מאותו מגדר , בנוסף.  זה

מדד סובייקטיבי אשר , בתפעולאובייקטיביים של משך בצוע המשימה ומספר השגיאות  מדדיםשנמדדו כללו 

נוספים נלקחו תוך נבדקים שני משתנים .  שונות קצב לב, ומדד פיזיולוגי NASA-TLXהתבסס על השאלון 

  .הניסיון של הנבדקים במשחקי מחשב, סדר השימוש בסוגי הממשק והשני, האחד: בחשבון

טוען כי למידה במשימות ] 1995et al. Goonetilleke ,[אחד המחקרים : חלק מן התוצאות תואמות מקרים קודמים

שיפור , ישנן תנודות רבות, בחלק שראשון בו המפעיל לומד את המשימה.  מורכבות מתרחשת בשני שלבים

משימה ביצוע היש תנודתיות רבה ב המחקר נראה כיניתוח תוצאות מ.  משמעותי בביצועים מאופיין בשלב השני

 תוצאותניתוח מיגדרי של .  בקושי ההמפעיל למרות העליי ייש שיפור בביצוע ההראשונה ואילו במשימה השניי

 Voyer et[זאת בדומה לממצאים קודמים , המחקר הראה יתרון של הגברים על הנשים בביצוע מטלות מנטליות

al., 1995[ .נמצא שיפור בביצועי הנבדקים לאחר המחזור הראשון בדומה בכל שלושת המשימות , בנוסף

Saccuzzo et al., 1996 ;[.  למחקרים אחרים שמצביעים על שיפור בביצועים בעקבות הכרות עם המשימה הניתנת

Roberts and Bell, 2000[.  

  

בלתי מנוסים ביצעו את המשימות ברב המיקרים מהר פעילים מ, בניגוד לצפוי. ו בלתי צפויותחלק מן התוצאות הי

נמצא כי במקרים רבים רמת הביצוע התדרדרה עם צבירת הניסיון , בנוסף.  יותר וטוב יותר ממפעילים מנוסים

  .  נסיון בבצוע המטלהבאופן מונוטוני עם צבירת ולא השתפרה  לאחר שיפור התחלתי
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היו ויכולות המפעיל  עייפות, קושי המטלהכגון  תוצאות בלתי צפויות אלו מצביעים על האפשרות כי למשתנים

חקירת הגורמים שמשפיעים על עקב תוצאות אלו נדרש מחקר המשך ב.  מהשינוי בסוג הממשק חזקההשפעה 

 .רמת הבצוע

 

Keywords: Human robot interface, Learning curves, Evaluation, Objective measures, Subjective measures, 

Physiological measures, Performance measures, Robot manipulator arm 

 

Abbreviations 

 

HO – human operator 

HRI - human –robot interaction 

MRT – mental rotation task 
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1 Introduction 
 

The United Nations [U.N. and I.F.R.R., 2002] define three robotics categories: industrial robotics, 

professional service robotics and personal service robotics.   

Industrial robots are used in many manufacturing processes such as painting, spraying [Conner et al., 

2005; Jones et al., 2007], packaging, material handling, and quality inspection [Hedenborn, 1991; Hoske, 

2007; Munasighe et al., 2001].  The current trend is to introduce robotics into unstructured environments 

and into daily activities [Scholtz and Bahrami, 2003; KangWoo et al., 2005], either as professional or 

personal service robots.  

Professional service robots perform in many domains such as office robot tasks [Asoh et al., 2001], 

search and rescue activity [Davids, 2002], agriculture [Edan, 1995; Lee et al., 1999; Pearson, 2007], 

space [Xu et al., 2007], surgery [Tsirbas et al., 2007], hazardous environment and nuclear power plants 

[Seward et al., 2007], pharmacy [Pederson et al., 2006], security and surveillance [MacDorman et al., 

2007]. These robots usually act in unstructured environments which are characterized by rapid changes in 

time and space (Bechar et al., 2003). The terrain, vegetation landscape and trajectories, visibility, 

illumination, and other atmospheric conditions are not well defined, continuously vary, have inherent 

uncertainty, and generate a "turbulent" environment [Bechar, 2006; Längle and Wörn, 2001].  Operating 

in unstructured, dynamic, unknown environments requires sophisticated sensors, planning capabilities 

and intelligence.  

A personal service robot performs tasks characterized by high interaction with humans in undefined and 

dynamic environments, as differentiated from the fixed well structured domain of industrial robots 

[Engelberger, 1999].  Applications of such robots include cleaning and housekeeping [Sewan, 2004; 

Cepolina et al., 2003], assistance to the elderly [Montemerlo et al., 2002; Wada et al., 2002], medical 

services [Davies et al., 2007] (e.g., nursing, [Kochan, 2005]), children's toys [Druin et al., 2001], 

entertainment [Yanco et al., 2004] and many more.   

Currently, autonomous robots perform well in industrial environments with stable predefined situations 

and environments, where distinctly "robotic" attributes such as endurance, precision and ruggedness are 

beneficial or required [Bechar, 2006].  However, they lack the capability to respond to ill-defined, 

unknown, changing, and unpredicted events like those prevailing under “real-world” conditions (Fletcher 

et al., 2005; Scheutz et al., 2007]. Thus, current autonomous robots cannot provide solutions to most real-

world situations since they cannot function effectively in circumstances they were not planned for [Kim 

and Shim, 2003; Steinfeld, 2004].  They lack the ability to act intelligently, i.e., to respond to situations 

that were not well defined or known in advance.   
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Since developing a full autonomous system is very complicated, integrating a human with the robotics 

system can help simplify the robotic system and increase performance [Längle and Wörn, 2001; Bechar 

et al., 2006].  By integrating a human operator into the system, the abilities of an autonomous robot can 

be enhanced by advanced human perception capabilities [Längle and Wörn, 2001].  The advantage of 

humans is that they can think, act and adapt to new and unpredicted situations [Schraft et al., 2006; 

Coradeschi et al., 2006].  In these situations, the ability to integrate and act on multiple information 

sources, the dexterity, the learning skills and the ability to improvise strengthen the robot system's 

capabilities. However, humans are inconsistent, tend to fatigue and can easily be distracted [Van Erp et 

al., 2004; Rodriguez and Weisbin, 2003; Schraft et al., 2006].  They are limited in their ability to operate 

in hazardous environments or perform tasks that demand high geometric accuracy.  By developing a 

collaborative system these disadvantages can be overcome [Bechar et al., 2006].  Furthermore, 

collaboration reduces the workload of the human operator (HO) and can minimize the detrimental results 

of robot or human failure [Längle and Wörn, 2001].  Control may be maintained in the face of time 

delays in communication between the human and the robot control.  Other studies [Parasuraman et al., 

2000] reveal that automation can have both positive and negative effects on human performance. They 

showed that automation does not simply supplant human activity, but instead modifies it and poses new 

coordination demands on the HO. They also indicate that high levels of automation may be associated 

with potential costs of reduced situation awareness, complacency, and skill degradation.  

Human-robot interaction (HRI) research includes analysis and design of real and virtual interfaces with 

robots, including communication and off-line programming, adaptive and social behavior, 

anthropomorphic interfaces and robot devices, collaboration and human friendly interactions 

[Engelberger, 1999].  HRI is a highly interdisciplinary field where behavioral and psychological 

approaches towards understanding the nature of human–robot interaction complement robotics and 

engineering-oriented work [Salter et al., 2006].   

Initial human-robot interaction was primarily uni-directional: human operators activated simple switches 

or controls for operating manipulator joints or remote vehicles. However, as robots became more 

autonomous, this relationship has become more bi-directional, like relations between two communicating 

humans. As a result, humans and robots now communicate and collaborate in a multitude of ways [Fong 

et al., 2006].  

Human-robot interaction has been the subject of extensive studies [Bechar et al., 2006].  An important 

parameter contributing to the success of the human-robot system is the effectiveness of the interface 

[Adams, 2002; Maxwell, 2007].  The interface directly affects the operator's ability and desire to 

complete the task [Adams, 2002].  It allows the operator to be updated with the system's/ task current 

situation and as a consequence make decisions [Adams, 2002].  Difficulty in understanding an interface 
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might reduce performance and irritate the user [Chen et al., 2006;  Eliav, 2005].  A good interface should 

be easy to internalize, intuitive and easy to use [Eliav, 2005; Sato et al., 2007]. In a virtual reality 

application [Pier and Goldberg, 2005] the user connects with the world by visual effects.  Therefore, it is 

important to optimize the effectiveness and usability of an interface from a pure operational aspect.  

Guidelines for effective design of HRI interfaces include [Baker et al., 2004; Yanco et al., 2004]: enhance 

awareness by providing more spatial information of the robot and its environment to allow the HO 

information regarding the status of the robot and its correction if needed , lower HO cognitive load (i.e., 

memory load) by fusing sensor information, increase efficiency and effectiveness for the HO and the 

robot by minimizing the use of multiple windows, interface support for HO when operating multiple 

robots simultaneously  and provide help in choosing robot modality by providing the HO assistance at 

any time in determining the most appropriate LOA.  

Evaluation of the user interface performance provides information on how well the interface is suited to 

the user, and how well it meets the user's needs and requirements.  It enables classification and 

comparison of those features that have significant effect on the level of performance, and enables these 

features to be attributed to specific user groups (classified on the basis of gender, expertise, age, 

experience etc.).  It is therefore surprising that evaluating human-robot interfaces has not been thoroughly 

investigated.  Most research focused on developing specific interfaces and evaluating them in a certain 

task [Yanko et al., 2004]. There are relatively few reports of using evaluation tools during the 

development of human-robot interaction [Bruke et al., 2004; Clarkson and Arkin, 2006; Drury et al., 

2007].  

Evaluating a human-robot system includes measuring how well the HO and the robot perform as an 

interactive system.  Until recently [Adams and Skubie, 2005; Scholtz, et al., 2004; Yanco et al., 2004], 

researchers have been using and adapting, when necessary, human-computer interaction (HCI) evaluation 

techniques to assess the efficiency and intuitiveness of HRI designs [Drury et al, 2007].  Evaluating 

human-robot team and interaction includes [Steineld et al., 2006] three common metrics: quantitative 

measures to assess effectiveness and efficiency, subjective ratings to assess the quality of the effort and 

appropriate utilization of mixed initiative measures to determine who has initiative control.   

The quantitative metrics include efficiency (i.e., time to complete a task) and a quality metric, 

effectiveness (i.e., how well the task was completed).  For example, in a human-robot system this could 

involve whether the operator reached the goal, the number of collisions and number of impacts occurring 

while the task was performed, usage of correct axes and more.   Two different directional controllers - 

hand gestures and a touch screen - were compared [Eliav, 2005] using different evaluation measures.  

Performance measures and subjective evaluation showed better results when using the touch screen.  In 

another study [Kadouche et al., 2004], a mouse, trackball and joystick were used.  Errors and time 
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durations were compared between people with severe disabilities.  Results showed that the mouse 

provides the best scores. 

Subjective rating scales are widely used in almost every aspect of ergonomics research [Annett, 2002] 

and practice for the assessment of the perceived workload (NASA-TLX1, SWAT2, WP3), situation 

awareness (SART4, SAGAT5), effort and fatigue (RPE6, SOFI7), usability (SUMI8, SUS9) the quality 

of the effort.  It has been shown that subjective ratings of workload decreases as the LOA increases and 

that shorter teleoperation tasks yield lower workload ratings [Kaber et al., 2000]. Assessing interface 

usability [Klein-Teeselink et al., 1999] involves collecting objective performance data in addition to 

answering questionnaires and interviewing users to assess their satisfaction. 

It should be noted that there is a significant difference in controlling robotic systems that physically move 

and interact with dynamic, unstructured, real life environments as compared to a computer control 

involving a static, bounded environment which changes virtually.  Therefore, evaluating such extremely 

different systems requires different evaluation criteria. For computer systems, computer, mouse, 

keyboard and a screen are needed but for robotic systems additional means of control are necessary. 

Furthermore, the interface includes must deal with both perception and control.  In addition, the HO often 

simultaneously controls and operates multiple systems [Engelberger, 1999; Scholtz and Bahrami, 2003].  

Operating in a real world environment requires certain degrees of freedom (DOF) to allow mobilization 

and/or spatial movement depending on the task needs.  Additional DOF is necessary when force feedback 

is required [Dobashi et al., 2007].  Touching is one of the most powerful senses that allow us to feel, 

learn, and adapt our responses.  When operating in virtual environments the ability to control our sense of 

touching is neutralized, but force feedback overcomes this problem 

[www.hitl.washington.edu/scivw/EVE/I.C.ForceTactile.html]. Force feedback is the creation of resistive 

forces in different environment (i.e., home, laboratory, flight simulators or surgical robotic controls) to 

simulate tactile sense. Force feedback is needed in medical training simulations to teach the students how 

hard to press when a scalpel is used in delicate areas of the human body.  Force feedback can be found in 

simulated games to allow objects to respond realistically to falling or being hit.  Changing a light bulb by 

a robot also requires force feedback to prevent excessive use of force.   In virtual reality, haptic interfaces 

are often used to give the operator the sensation of the forces associated with various arbitrary maneuvers 

[Nof, 1999]. Therefore, the human operator is required to poses some degree of visio-spatial ability.  In 

telerobotics the operator is required to convert representations from two dimensional to real world three 

dimensional environments representations (e.g., six DOF).  

When humans work with robots; they have different interaction capabilities depending on several factors.  

One of these factors is the human-robot system communication means.  For example, a suited astronaut 
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can only communicate with others (human and robots alike) using speech, while a human inside a 

spacecraft will have access to multiple computer displays and pointing devices [Fong et al., 2006].   

As described, communications relies on the available means (e.g., mouse, keyboard, joystick [Kadouche 

et al., 2004]).  Several types of natural interfaces can beutilized, including hand gestures, speech and 

more recently touch.  Hand gesture recognition is often used for robot manipulation [Sato et al., 2007; 

Stern et al., 2006; Cao and Balakrishnan, 2005] as humans often use gestures to facilitate communication 

[Cao and Balakrishnan, 2005].  Speech is an important mean for human communication [Amin and 

Wang, 2006; Brewster et al., 1996] and can be implemented in a variety of ways in a human-robot 

system: text to speech (TTS) and/or vocabulary recognition (VR) [Medicherla and Sekmen, 2007; Fong 

et al., 2006]. A newly explored area is communicating through touch or physical contact, a fundamental 

aspect of interpersonal communication [Salter et al., 2006].  This area is especially important when 

working with children or in therapy [Salter et al., 2006; 

www2.nict.go.jp/x/x164/past_pj/univ/research_06_e.html]. 

The Graphical user interface (GUI) is a more traditional interaction mean which includes images such as 

status and event information maps, video and 2D/3D displays.  In telerobotics, the ability to see the 

overall environment simulates the user's visual envelope.  Natural communication is user friendly and 

more intuitive and therefore it should require minimum learning time.    

Adaptive user interfaces [Kost, 2003; Amditis and Polychronopoulos, 2004; Cao and Balakrishnan, 2005; 

Noriko, 1991; Zhang and Ueno, 2007] allows changes of certain aspects of the interface (adaptation), as 

the user or the current environment requires.   

Multimodal interfaces use various interaction devices as communication channels to comprehend the 

intention or the emotion states of the human companion, and also to deliver the robot's response 

[KangWoo et al., 2005].  The use of multiple modalities resolves the ambiguities of the human intention 

identification.  For example, a multimodal single-person tracking via mobile robot system [Lang et al., 

2003]: the system includes three sensors (i.e., camera, stereo microphones and laser range), whose data 

are fused.  In case a few people are to be simultaneously tracked conflicts might occur.  

The success of the human-computer interaction depends on many factors including user factors, 

organizational factors, environmental factors (noise, heating, lighting, etc.), health and safety factors, 

comfort factors, task factors, constraints, and productivity factors [Bechar, 2006].  User factors include 

parameters such as familiarization with the system and task, 3D visual and technical aptitude, operator's 

physiological condition (health, fatigue, stress etc.) gender and task environment.  

Previous research found that as subjects became familiar with the task they performed better and initial 

gender-correlated differences diminished [Roberts and Bell, 2000].  In general, learning is the process in 

which individual improves his performance due to repetition of the task [Arzi and Shtub, 1997].  As the 
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number of repetitions increases, the time to complete the task decreases [Arzi and Shtub, 1997].  Virtual 

environment learning is defined [Pimentel, 1999] as "one that allows learners to perceive the 

environment, assess situations and performance, perform actions and proceed through experiences and 

lessons that will allow them to perform better with more experience on repetition of the same task in 

similar circumstances". This definition of a virtual learning environment emphasizes the importance of 

learning Tasks can be characterized as mechanical and mental tasks.  A mechanical task evolves 

movement that requires no decision making other than an intuitive selection.  A mental task requires 

decision making in each step of the task execution [Arzi and Shtub, 1997].  3D tests such as mental 

rotation (MRT) or cutting (MCT) are common measures for individual differences in spatial ability. 

In a task comparison study [Arzi and Shtub, 1997] it was found that a break during the mechanical task 

caused a significant forgetting effect while the same break during a mental task caused an unpredictable 

influence on the forgetting intensity.  Furthermore, a study of learning in tele-operation [Bukchin et al., 

2002] concludes that teaching indirect mode of teleoperation should start with teaching in the direct mode 

and only after reaching a certain level of expertise should the human operator work in an indirect mode.  

Males have more experience with computer game (i.e., action and simulation games; [Quaiser-Pohl et al., 

2006]).  A positive effect on mental rotation task (MRT) performance was found when computer games 

are frequently played [Quaiser-Pohl et al., 2006].    

Spatial ability includes representing and processing several cognitive functions: visualization, spatial 

orientation and spatial relation [Keehner et al., 2005; Olkun, 2003].  Spatial visualization is defined by 

McGee as "the ability to mentally manipulate, rotate, twist or invert pictorially presented stimuli" 

[Nemeth and Hoffman, 2006].  Spatial visualization ability is measured through form boards, paper 

folding, surface developing and 2D to 3D transformation maneuvers.  Spatial relations involves 2D and 

3D rotations and cube comparisons.   

Previous studies [Quaiser-Pohl et al., 2006; Lizarraga and Ganuza, 2003; Sato et al., 2003] showed a 

male advantage in the mental rotation test.  Gender differences among engineering students were found in 

spatial visualization of a mental cutting test [Nemeth and Hoffman, 2006]: females performed worse than 

male students.  Enhancing spatial abilities can improve scientific thought and other intellectual endeavors 

[Olkun, 2003, Lizarraga and Ganuza, 2003].  According to Olkun, Lizarrage and Ganuza this could be 

done through:   

Appropriate planned training - specific task training focus can have a positive induce on performance.   

Feedback: a response (i.e., message, comment) is given after each task completion to indicate whether the 

answer was correct or not.  It has been found that feedback decreases the number of errors and reaction 

time. 
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Preparation - manipulative objects were given to subjects to handle prior to the task execution; using 

manual rotation figures before practicing mental rotation, providing a real cube for mental rotation task.  

This method reduces the level of difficulty that results in a faster and more efficient response. 

Transfer of learning from a spatial task to another task (e.g., from mental rotation task to visualization 

test). 

Significant improvement of the mental rotation task was found in 14 year old children [Lizarraga and 

Ganuza, 2003] after an intervention.  Though some studies show that over the last two decades gender 

differences in spatial abilities have decreased [Voyer et al., 1995]. In United States of America women 

represent only one fifth of engineering background [Kilgore, 2006].   

In the task environment, stress can be induced by temperature, noise, vibration, G-force, high workload, 

sleep deprivation, frustration over contradictory information and emotions (fear, pain, psychological 

tension etc).  The operator's physiological condition impacts the cognitive performances [Chen et al., 

2006]. 

Stress is a nonspecific response of the body to any demand made upon it; stressors are the events that 

occur in the individual's environment that make the demand.  A study [Tiesler and Obwedörster, 2006] 

conducted on the influence of room acoustic conditions on the teachers' measurable physiological load 

showed that when acoustic conditions were improved (from RT=0.7s to RT=0.4s), the teachers 

demonstrated less working stress effect corresponding to a load effect.  Though the noise level in a 

classroom is lower from the noise generally observed in traditional industry the findings strengthens the 

impact of noise on stress.   

In this study, three types of measures will be used to evaluate HO performance: objective, subjective and 

physiological.  Objective measures (i.e., quantitative performance measures) are considered traditional 

measures that are evaluated in all studies.  This includes efficiency, effectiveness, and accuracy data 

acquisition.  Subjective measures include the six dimensions of the National Aeronautic and Space 

Administration Task Load Index (NASA-TLX).  After each task the participant fills out a questionnaire 

[Hart and Steveland, 1998].  The physiological measure, heart rate variability will estimate changes in 

mental load.  Studies show that as mental load increases, HRV decreases and as physical load increases, 

HRV increased [De Waard, 1996].  Human operators' performance was evaluated while operating a six 

degrees of freedom (DOF) robotic manipulator.  The interfaces used were a computer mouse, a teach 

pendant and a touch screen.  The evaluation was based on analysis of three different measures: 

physiological (heart rate variability -HRV), subjective (NASA- TLX questionnaire) and performance.   

1.1 Research objective 
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The objective of this research is to evaluate the influence of different human-robot operating interfaces on 

human operators' performance. 

The specific objectives are to: 

� Evaluate the influence of expertise, gender, task and interface on the human operators' performance 

in a robotic system. 

� Verify compliance between subjective, objective and physiological measures. 
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2 Scientific background 

2.1 History  

Technology has been trying to expand human abilities since the beginning of the world.   According to 

Richta and later Bloomfield [http://en.wikipedia.org/wiki/Technological_evolution], the technology 

revolution evolved in three stages: the tools, machine and automation.  The tool provides a mechanical 

advantage in accomplishing a physical task that could not have been done by one person alone or would 

be very hard to do.  The tool must be powered by human or animal effort.  In the second stage, the 

powered machine, humans were able to exceed their body's limitations by controlling the machine.  The 

third stage, automation, removes the element of human control with an automatic algorithm.  The 

Oxford English dictionary defines automation as: Automatic control of the manufacture of a product 

through a number of successive stages; Application of automatic control to any branch of industry or 

science; By extension, the use of electronic or mechanical devices to replace human labor. 

Human-robot collaboration methods, means and evaluation are the basis for this research and are 

thereby reviewed. 

2.2 Human-Robot collaboration 

2.2.1 The need for human-robot collaboration 
The MABA-MABA list (Table 1) was proposed by Fitts in 1951 as a list of what "men are better at" 

and what "machines are better at" [Sheriden, 2002].   

Table 1: The Fitts MABA-MABA list 
Men Are Better At Machines Are Better At 

Detecting small amounts of visual,       

auditory or chemical energy 

Responding quickly to control signals 

Perceiving patterns of light or sound Applying great force smoothly and precisely 

Improvising and using flexible procedures Storing information briefly, erasing it 

completely 

Storing information for  long periods of time 

and recalling appropriate parts 

Reasoning deductively 

Reasoning inductively  

Exercising judgment  

 

It is considered to be the first well-known basis for task allocation.  Since then, machine capabilities 

have rapidly changed and are more sophisticated and adaptable.  Yet, in unexpected events humans 
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have better capabilities to perceive, think and act than robots [Rodrigues and Weisbin, 2003].  

However, the HO tends to fatigue, suffers from distractions and is inconsistent [Van Erp et al., 2004].  

Robots provide complementary skills in being able to work in extremely risky environments, but their 

ability to perceive, think, and act by themselves is currently not error-free although these capabilities 

are continually improving [Rodrigues and Weisbin, 2003].  Strengths and limitations of the human 

operator (with a human surgeon emphasis) and the robot are summarized in Table 2. 

 

Table 2: Summarized complementary strengths and limitation s of robots and humans  
[Engelberger, 1999 ] 

 Strengths Limitations 

Humans 

Excellent judgment Prone to fatigue and inattention 

Excellent hand-eye coordination Tremor limits fine motion 

Excellent dexterity ("at natural "human" 

scale) 

Limited manipulation ability and dexterity 

outside natural scales 

Able to integrate and act on multiple 

information resources 

Bulky hand effectors (hands) 

Easily instructable Limited geometric accuracy 

Versatile and able to improvise Hard to keep sterile 

 Affected by radiation, infection 

Robots Excellent geometric accuracy Poor judgment 

Untiring and stable Difficulty adapting to new situations 

Immune to ionizing radiation Limited dexterity 

Can be designed to operate at many different 

scales of motion and payload 

Limited hand-eye coordination 

Able to integrate multiple sources of 

numerical and sensor data 

Limited ability to integrate and interpret 

complex information 

2.2.2 Levels of human-robot collaborations 
Human robot interaction is "the study of the humans, robots and the way they influence each other".  It 

involves the analysis, design, modeling, implementation and evaluation of robots in the humans needs 

[Fong et al., 2001].  There are various levels of automation (LOA) specifying the automation scale 

interacting with the human operator's control. 

The basic human-robot collaboration system [Figure 1, Sheridan, 1992] includes the human operator- 

supervisor, the controls mediated by a user display, a local or human-interactive computer (HIC), 

distance or time barriers remote or task interactive computer (TIC) and the robot (sensors, effectors, 

etc.).  

 



Figure 1: Basic human
 

Five Generic human operator's functions 

1. Planning what task to do and how to do it.  This is the hardest function to model. The attainable 

goals should be set including constraints and tradeoffs. In addition, the strategy to achieve these 

goals should be formulated.   

2. Teaching or programming the 

programmed to the computer to allow some level of automatically task execution.

3. Monitoring automatic control to verify correct execution, conflict and failures detection.

4. Intervening to update instructions or assume direct control. The human operator takes control in 

case the task was satisfactory accomplished or reprogram was needed. This manual

intervening must be a smooth transfer in order to allow system stability.

5. Learn from experience to improve in the future. The human operator needs to ensure that the 

correct data is recorded and that models are updated to allow continuous analysis. 

As can be seen the five functions operate within three nested control loops

loop closes on itself: the supervisor redirects his attention or makes 

These actions require brief intervals from the human operator. 

closing to teaching, usually leads to programming 

intervals. The third loop, the outer loop, is from l

It evolves precise and careful planning 

1992]. 

 

Plan Teach

Figure 2: Five human operator functions as nested loops [
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: Basic human -robot collaboration system [ Sheridan, 1992

Five Generic human operator's functions include [Figure 2, Sheridan, 1992]:  

Planning what task to do and how to do it.  This is the hardest function to model. The attainable 

goals should be set including constraints and tradeoffs. In addition, the strategy to achieve these 

 

Teaching or programming the computer what was planned. Detailed instructions should be 

programmed to the computer to allow some level of automatically task execution.

Monitoring automatic control to verify correct execution, conflict and failures detection.

ructions or assume direct control. The human operator takes control in 

case the task was satisfactory accomplished or reprogram was needed. This manual

intervening must be a smooth transfer in order to allow system stability. 

e to improve in the future. The human operator needs to ensure that the 

correct data is recorded and that models are updated to allow continuous analysis. 

As can be seen the five functions operate within three nested control loops.  Monitoring, the most i

closes on itself: the supervisor redirects his attention or makes minor adjustments 

These actions require brief intervals from the human operator.  The middle loop 

closing to teaching, usually leads to programming of a new sub-goal state, therefore requires 

The third loop, the outer loop, is from learning closing to planning, has the longest intervals.  

planning of subtasks including learning of the last episode [

Teach Monitor Intervene

: Five human operator functions as nested loops [ Sheridan, 1992

 

 
Sheridan, 1992 ] 

Planning what task to do and how to do it.  This is the hardest function to model. The attainable 

goals should be set including constraints and tradeoffs. In addition, the strategy to achieve these 

computer what was planned. Detailed instructions should be 

programmed to the computer to allow some level of automatically task execution. 

Monitoring automatic control to verify correct execution, conflict and failures detection. 

ructions or assume direct control. The human operator takes control in 

case the task was satisfactory accomplished or reprogram was needed. This manual-automatic 

e to improve in the future. The human operator needs to ensure that the 

correct data is recorded and that models are updated to allow continuous analysis.  

Monitoring, the most inner 

minor adjustments to the system. 

he middle loop from intervening 

, therefore requires longer 

earning closing to planning, has the longest intervals.  

the last episode [Sheridan, 

Learn

 
Sheridan, 1992 ] 
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The S-C-R paradigm: 

S-C-R paradigm is a traditional behavioral activity classification based on three physiological locus 

(Figure 3): (S) Sensory – usually refers to extereceptors such as vision, hearing, taste, touch, smell the 

vestibular senses.  (C) Cognitive activities that excludes apparent sensory or motor components such as 

remembering and making decisions.  The third factor of this paradigm (R) response refers to skeletal 

muscle activity, a motor function [Sheridan, 1992]. 

 

 
Figure 3: Traditional stimulus-cognition-response [ Sheridan, 1992 ] 

 
Collaborative control model: 

The human is a module with limited resources.  The human operator provides information and 

processing abilities when the robot requires cognition and perception.  This adaptive human-robot 

dialogue model has a control loop: the human operator can close different loops (command loop, 

perception loop, cognition or combination of the last two) or monitor task execution.  It enables a wide 

range of users (expert/novice, children/adults etc) to interact and relate with it.  The collaborative 

control enables the human and the robot to learn from each other over time [Fong et al., 2003].   

 

Peer-to-peer human-robot interaction 

The human-robot interaction operating system was inspired by Fong's collaborative control model 

[Fong et al., 2006].  In this model, humans and robots should work as partners knowing the different 

capabilities each has.  The system allows the robot to converse in a task oriented dialogue; when the 

robot faces a problem beyond its autonomous capabilities it can ask the human for assistance.  This 

helps to maintain the team contextual and situational awareness.   

 

GOMS interaction model: 

The interaction model -goals, operators, methods and selection rules (GOMS) is well established in 

HCI [John et al., 2002; Drury et al., 2007]. According to Drury GOMS is essentially a reduction of a 

user's interaction with a computer to its elementary actions. It gathers four widely accepted techniques: 
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card, moran and newell-GOMS (CMN-GOMS) which demonstrates how to express a goal and a 

subgoal in a hierarchy, methods and operators and how to formulate selection rules.  The second 

technique is the keystroke level model (KLM) is a simplified CMN version that uses only keystroke 

operators.  Natural GOMS language (NGOMSSL) is a procedure for identifying all the GOMS 

components expressed structured in natural language.  The fourth technique is the cognitive, perceptual 

and motor GOMS (CPM_GOMS).  It uses cognitive, perceptual and motor operators in a critical path 

method schedule chart to show how activities can perform in parallel.  It can be beneficial to adapt this 

model to HRI.  Pure learning time for an HRI design can be predicted in the NGOMSL model.  It can 

also facilitate comparisons of relative consistency and efficiency.  In general, once operator execution 

times have been measures empirically, the use of GOMS can reduce costs [Drury et al., 2007].   

 

Levels of human-robot collaboration  

Sheridan divides the control spectrum to ten levels of automation (Table 3): from autonomous robot 

systems, in which the robot operates independently and the HO acts as a supervisor or a monitor to a 

control spectrum of manual control, the HO executes and controls the system. 

 

Table 3: Sheridan's levels of automation of decision and act ion selection  [Sheridan, 1992 ] 
HIGH    10 the computer decides everything, acts autonomously, ignoring the human 

9 informs the human only if it, the computer, decides to 

8 informs the human only if asked to, or 

7 executes automatically, then necessarily informs the human, and 

6 allows the human a restricted time to veto before automatic execution, or 

5 executes that suggestion if the human approves, or 

4 suggest one alternative 

3 narrows the selection down to a few, or 

2 The computer offers a complete set of decision/action alternatives, or 

Low        1 the computer offers no assistance; human must make all decisions and actions 

 

A theory of human-robot interaction: levels of interaction [Scholtz, 2002] 

This theory outlines three functions support for specifying the actions, monitoring these actions and 

intervention.  It assumes that the robot is programmed to execute basic functions and any 

"reprogramming" is done in an intervention. 
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Supervisor-robot interaction 

The supervisor role is characterized as monitoring and controlling the overall situation (Figure 4).  

Given a goal, the human operator can monitor and evaluate the situation of a few robots.  The 

supervisor can step in and specify an action or modify longer term plans, intentions.  The main loop is 

the perception/evaluation loop since most of the robots actions are carried out automatically.  For 

multiple robotic systems the human operator must monitor all platforms.  

Goals Intentions Actions Perceptions Evaluation

 
Figure 4: HRI Model- Supervisor role [ Sheridan, 1992 ] 

 

 

Operator-robot interaction 

The operator interacts (Figure 5) in the action level when the robot executes unintended or predicted 

actions.  He must modify internal software or models that he is authorized to do.  After the 

modification, it will be necessary to determine if these actions are executed correctly and if they 

support the long term goal.   

Goals Intentions Actions Perceptions Evaluation

 
Figure 5: HRI model- Operator role [ Sheridan, 1992 ] 

 
 
Mechanic robot interaction 

This role deals with a physical intervention on the system's hardware that supports the goal.  After the 

intervention, the robot's behavior must be evaluated.  This model is similar to the operational model. 

 

Peer interaction 

Within the predefined goal/intentions team mates of the robot can command them to act in the larger 

goal/intentions (Figure 6, on the following page).  They can switch to another role when needed: 

switching to the supervisory role if the intervention needed requires more time.  When the robots' 

behavior is not intended the peer needs to decide whether to switch to the operator model.  
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Goals Intentions Actions Perceptions Evaluation

 
Figure 6: HRI model – peer role [ Sheridan, 1992 ] 

 
 
Bystander role 

The bystander can intervene with the robot's actions given only a subset of actions available (Figure 7).  

For example, the robot can be stopped by walking in front of it.  At this level it is not possible to 

interact at the goal or intention level.  Feedback must be directly observed.  The real challenge here is 

to advice the bystander on the robot's capabilities under his/her control.   

Goals Intentions Perceptions EvaluationActions

Sub A

 
Figure 7: HRI model – Bystander role  [Sheridan, 1992 ] 

 
 
 

2.3 Robot's operating interfaces  
Nof (1999) defines a robot interface as a shared boundary which might be a mechanical or electrical 

connection between two devices: a portion of computer storage accessed by two or more programs or a 

device for a communication with a human operator.  The interface is considered to be a crucial 

parameter that directly affects the operators' ability and desire to complete the [Adams, 2002; Chen et 

al., 2006; Eliav, 2005; Maxwell, 2007].  In addition, it affects the HO s' ability to understand the 

situation, make decisions, supervise and give high level commands to the system. The following 

principles must be considered when developing human-robot interfaces [Adams, 2002]:  

• Focus on the users and their tasks, not the technology. 

• Consider function first, presentation later. 

• Conform to the users’ view of the task. 

• Do not complicate the users’ task. 

• Promote learning. 

• Deliver information, not just data. 

• Design for responsiveness. 

• Try it out on users; get their feedback than fix it! 
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According to Adams (2002), the goal when developing a human-robot interface should be a "humane" 

interface, responsive to humans needs and considerate of human frailties.  When developing such 

systems, the environment constraints (location, noise level, temperature etc.) should be considered.   

Additional factors should be considered: human decision making, situation awareness, vigilance, 

workload levels, and human error. 

 

Traditional interfaces that are commonly used in human-robot systems include the teach pendant, 

mouse keyboard with a screen and the touch screen.  Operating robotic systems through traditional 

interfaces results in a time delay since detecting the users' motor action on the input device and 

transmitting it to the robot introduces a delay between when the movement is planned in the human 

brain and when the robot executes it [Salvini et al., 2006].   

2.3.1 Teach pendant (TP) 
The teach pendant (Figure 8) is a portable, hand held programming unit 

connected to the robot's controller containing a number of buttons, switches 

or programming keys used to direct the controller in positioning the robot 

and interfacing with auxiliary equipment.  It is used for on-line programming 

[Nof, 1999].     

A quantitative performance evaluation compared two robot teaching 

methods [Choi and Kim, 2003]: the conventional teach pendant and a force / 

moment direction sensor [Choi and Kim, 2001].  The force/moment direction sensor named COSMO 

allows the operator to control the robot by pushing, pulling and twisting the sensor within the hand to 

the desired goal location.  It only provides the direction of motion and relies on the teach pendant for 

speed setting and on the robot controller for the motion itself.   

In both tasks, participants were asked to move the end effector from an initial location to a goal location 

differentiated by the number of motions and rotations (X, Y, Z, Yaw, Pitch, and Roll).  The teaching 

motion to the goal location A involves three translational motions and a single rotation, a total of four 

degrees of freedom (DOF) motions.  In Task B three translational motions as well as three rotational 

motions are needed.  Each of the two teaching tasks was performed with two different teaching 

methods: (1) the conventional teaching pendant method and (2) the proposed force/moment direction 

sensor method. 

Results show that by using the force/moment direction sensor method, the teaching times were reduced 

25% for task A and 45% for Task B compared to the teach pendant method.  

Figure 8: A teach 
pendant  
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2.3.2 Computer "mouse" 
In computing the mouse functions as a pointing device 

which detects two-dimensional motion relative to its 

supporting surface [Figure 9, 

http://en.wikipedia.org/wiki/Computer_mouse]. 

Physically, a mouse consists of a small case, held under 

one of the user's hands, with one or more buttons. It 

sometimes features other elements. The mouse's motion typically translates into the motion of a pointer 

on a display.  

Three interfaces, joystick, trackball and a mouse were evaluated for people with severe disabilities 

[Kadouche et al., 2004].  Three tests were implemented: accuracy in space was examined through 

connecting two graphical targets.  In the second test participants were asked to follow a trajectory 

imposing angles and curves.  The third test involved drag and drop: the movement must be carried out 

while the left button maintains pressed.  The best scores were found for the mouse.  However, the 

joystick provides a solution for people with shakiness and spastic people [Kadouche et al., 2004]. 

2.3.3 Touch screen 
An interactive visual display devise where the user interacts by touching the screen.  The touch screen 

(TS) works by sensing the position of the finger using infra-red sensors located in the screen surround.  

The sensors measure the distribution and amount of contact area pressure between the hand and the 

screen. [www.gbc.t-online.hu/english/bszotare4.htm; Nof, 1999]. 

A recent study [Eliav et al., 2005] compared two interfaces to manipulate a mobile robot.  Participants 

were asked to follow a path marked on the floor while avoiding obstacles positioned along the path 

through a touch screen and hand gestures.  It was found both objectively and subjectively that 

performance using a touch screen was better than the performance using hand gestures.  Using the 

touch screen decreased the duration to complete the task.  In addition, participants felt more 

comfortable, intuitive, efficient and simple to use the touch screen.   

Figure 9: Computer mouse. Contemporary 
computer mouse and 3D mice Wii remote  
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2.3.4 Personal Digital Assistant (PDA) 

The Personal Digital Assistant (PDA) is a portable pocket size; lightweight and relatively low cost 

computer that can wireless connect to different devices.  There are two main human interfaces for this 

system: a finger touch-based screen and a stylus.  The American Heritage® Dictionary of the English 

Language defines the stylus as a pointed instrument used as an input device on a pressure-sensitive 

screen [The American Heritage dictionary of the English language 2004].  The PDA is used in many 

applications e.g, calculator, calendar, address book, word processing.   

A mobile touch screen with a pull-down menu (e.g., manual drive, set robot top speed, etc.) and cursor 

keys to control the vehicle was used for a field robotics [Lundberg et al., 2003].   The users felt that the 

interface was easy to use but a number of improvements were needed.   

Another study [Keskinpala and Adams, 2004] used a finger touch based PDA interface for mobile robot 

tele-operation.  The interface included three screens, each provides different sensory feedback and the 

command buttons were consistent across all three screens: vision-only, sensor only and the vision with 

sensory overlay screen.  Participants had to bring the robot to a target point once while operating from 

remote and then in direct mode and then answered a questionnaire.  Results showed that the goal 

achievement scores are higher in direct mode of operation. The information collected for the combined 

interfaces showed the worst results: completion time for the combined interfaces was the longest; it 

required the largest precautions issued over both trials and the goal accuracy was the lowest. The 

second sensory task was completed the fastest with the lowest precautions number and highest goal 

achievement accuracy.   

Another study that used a PDA interface allows controlling a commercial robot IRp6through a Palm 

IIIc, the master from a distance using visual feedback only [Baczynski and Baczynski, 2003].  Two 

encoders, a CCD camera and simple electronics, support the system.  The idea is that by rotating the 

PDA, the robot’s end effector orientation changes accordingly.  This gives the user the feeling that he is 

working by the robot’s workplace.  It has been tested and showed usefulness for different applications 

(in hazardous environments, will be discussed later) in a very easy, natural and instinctive way.   

Nilas et al., 2004 implemented a system that allows high-level human-robot interactions through PDA: 

porting to any mobile robot platform with a variety of sensors provides Event Triggered adaptation 

where the current robot situation can generate an event to initiate the adaptation of the interface s 

system so it could switch to another interface screens or alert users.  The system allows bi-directional 

human-robot interaction so that the robot will be able to request human assistance or send the users 

alert information.  They developed four-user interfaces (UI) that provide the sensor presentation, the 
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control and receive commands to the robot: a map based command, a laser range finder, a sonar sensor 

and a camera view.  The user can access the different UI by selecting transitions buttons on the PDA 

screen.  The system also monitors the operational conditions and dynamically adapts the most 

appropriate screen. 

A dynamically self reshaping curser [Tian et al., 2007] was developed to enhance stimulus-response 

compatibility of a touchpad in a pen-based user interface.  

2.3.5 Natural interfaces 
Natural interfaces allow humans to communicate the way they naturally communicate with each other: 

speaking, gesturing, moving around, etc. [http://www.research.ibm.com/imaging/vizspace.html]. 

Medicherla and Sekmen (2007) show that people respond to artificial systems with an unconscious 

similarity to similar interpersonal situations including a tendency to anthropomorphize or attribute 

human qualities.  This emphasizes the need for natural interfaces in HRI systems. 

In addition, one of the main research trends in tele-operation is to reduce cognitive fatigue and 

simulator sickness by making the human-robot interface more natural.  Natural interfaces are more 

effective, intuitive and less cumbersome from a cognitive point of view.  Therefore, it allows faster 

adjustments and learning of the system and overall improves performance [Jacob et al., 2007].  Salvini 

et al., (2006) define natural interfaces as smart interfaces that are capable of detecting the HO intentions 

without additional cognitive or physical burden for the user.    

2.3.5.1 Hand gestures 
Hand gesture is a form of non-verbal communication made with the hand or hands, used instead of or in 

combination with verbal communication [http://en.wikipedia.org/wiki/Gesture]. 

People converse through verbal mean while using gestures.  Therefore, it is expected that an interface 

will have the ability to recognize the operators' gestures, intentions.  In a recent study [Sato et al., 2007] 

used pointing gestures as information.  In interpersonal communication, pointing gestures "show" the 

listeners in the group what were the talkers' intentions.  For example, when sitting in family dinner and 

someone needs the salt, many times he / she will point on the salt shaker and say "Can you please pass 

me this?".  The system they developed recognized the object or the pointing direction and decides its 

own action considering its context.  In one of the experiments the HO pointed on specific parking 

space, the car recognized the indicated parking area and parked automatically in the space that the HO 

indicated.   While this experiment was done in a direct operation mode another experiment Sato 

conducted used a virtual interface.  In thus experiment the HO pointed at the robot /cone and a goal 

point, the system calculated the indicated location and inferred an object, the object blinked to show on 
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what object the system focused, the HO accepted or rejected this focus through nodding or shaking the 

head and the robot moved or moved the cone to the goal.    

Hand gestures are commonly used in telerobotics [Wachs et al., 2003].  It allows sending information to 

the robot in a natural human way: hand pointing to the right, left etc.  "Gestures may represent a single 

command, a sequence of commands, a single word or a phrase and may be static or dynamic" [Wachs et 

al., 2003]. Gestix is a vision based hand gesture system that recognizes and captures the user's gestures 

in real time and allows navigation and manipulation of images from electronic medical record database 

[Wachs et al., 2008]. 

 

2.3.5.2 Head movements 
Head movements are voluntary or involuntary motion of head that may be relative to or independent of 

the body [http://cancerweb.ncl.ac.uk/cgi-bin/omd?head+movement]. 

Detection of the HO navigation intentions were used to anticipate movements of the head [Salvini et al., 

2006].  Three experiments were conducted to validate this hypothesis: a driving video-game, a robotic 

endoscope with 2 DOF steering tip and a mobile robot with a camera on board.  It has been found in the 

driving video-game task that the angular velocity of the head during rotation (yaw axis) was correlated 

with the signals corresponding to left and right steering in all experiments.  In the endoscope 

experiment negligible head movements were recorded.  This is probably because of two possible 

reasons: the task was perceived as a precision task since it deals with very small dimensions of the 

image and the navigation speed was very slow.  In the third task, head movements anticipate navigation 

and are concluded even before the navigation commands start.  They argue that the anticipatory 

movement of the head can be considered a first step in developing natural interfaces to control 

navigation of a robotic artifact. 

2.3.5.3 Voice 
The sound produced by the vocal organs of a vertebrate, especially a human 

[http://www.thefreedictionary.com/voice].  Speech is the main human communication mode.  When 

this channel is blocked (people that do not speak the same language) then interaction and cooperation is 

reduced.  Traditional interfaces GUIs create heavy information load depending on the nature of the task. 

Combing voice to the system can help reduce this cognitive load.  Additionally, it allows a wider range 

of people to use the interface such as people with disabilities can operate the robot through speech.  It 

does not require high spatial reasoning abilities as needed when a sonar is connected to the robot. 

A two speech facility interaction HRI operating system was developed by Fong et al., 2006.  The two 

facilities for speech interaction are: test to speech (TTS) and small vocabulary speech recognition (VR).   
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A recent study [Medicherla and Sekmen, 2007] describes a HRI system that uses  a voice controllable 

intelligent user interface for navigation tasks.  The system allows manual and speech control so that 

different HO could adapt the most suited GUI.  It learns the HO capabilities and preferences within 

time and experience.  The HO interacts with the interface through predefined key words which are 

converted to text commands that the robot understands.  All interactions are recorded to a database that 

will permit the system to predict future actions.  Before starting to navigate the robot the Vandenberg 

Mental Rotation test (MRT) was given to all participants to measure their spatial reasoning abilities.  

During navigation the number of steps, number of actions and time to complete task data was recorded.  

At the end of the tests participants were asked to complete a 10 questions survey.  Two equal groups 

participated one controlled the robot manually and the other though speech.   Results indicated that 

spatial reasoning ability is an important factor in manual and speech control.  The number of actions 

has a higher impact on manual control compared to speech control.  75% of the high spatial reasoning 

ability participants preferred the use of the speech control interface. 

2.3.5.4 Touch 
Another way people communicate is by using touch or physical contact.   Since HRI aims to maximize 

the effectives of such systems, there is a trend to mimic this communication mean between humans and 

robots.   

This area is especially important when working with children or therapy and specifically young 

children that cannot verbalize themselves [Salter et al., 2006].  Salters' et al., believe that using touch 

for HRI can provide a method to quantify and study human behavioral characteristics in addition to 

HRC and HRI methods.  The main objective is to adapt to individuality through inexpensive, reliable 

and robust infrared (IR) sensors to form touch. Their study involved three personality types (i.e., 

shy/passive- group C, average- group B, boisterous/active- group A) of autistic children.   Knowing the 

persons' or groups' constraints and limitations allows better interaction (i.e., decision making or 

learning onboard the robot must not be long).   

The touch simulator is a three dimensional touch sensitive input device [Panchaphongsaphak et al., 

2007].  Its purpose is neuroanatomical training (i.e. memorization of the brain anatomy and cerebral 

cortex functions) and brain medical images data visualization.  The touch simulator has a six axis force 

tourque sensor connected to a tangible, brain shaped, touch sensitive input device.  Through a finger 

touch the HO can audiovisually display and manipulate graphical information.  Evaluation reveals that 

when applying 10N, normal force, on 120mm cube, the maximum contact location errors found on the 

faces of the cube were 2.5 ±0.7 mm.  When greater force was applied, the error became smaller.  A 

survey among 30 subjects showed that the device represents intuitive and effective method to acquire 



 32

the information of the virtual brain but it was not recommended for positioning and orientating cross-

sectional slices.  For these tasks a regular mouse and a keyboard were preferred.    

2.3.6 Multimodal interfaces 
A multimodal  interfaces integrate two or more known operational unimodal input modes- speech, hand 

gestures, touch, head and body movements- in a coordinated manner with multimedia system output 

[Oviatt, 2002; Horchani et al., 2007].  Multi-modal is a natural mean for communication between 

human either in a conversation that is accompanied with hand gestures or head gestures or food 

preparation accompanied with explanations.  The argumentation [Salvini et al., 2006] for using 

multimodal devices is that it allows the HO to focus on the tasks and goals with less concern on how to 

communicate the intended commands.   Furthermore, information from a single modality alone is not 

adequate to deduce the HO intentions [KangWoo et al., 2005].   

A multi-modal attention system [Lang et al., 2003] for a mobile robot involves highly dynamic task of 

persons' tracking.  The system includes three sensors (i.e., camera, stereo microphones and laser range), 

that are composed, motioned and fused.  Three perceptual systems are used to enable person tracking: 

face recognition, source sound localization and leg detection.  Face recognition is done through rapid 

image processing with high detection rates of face detection.  To detect speaking persons two 

microphones are used.  The laser range finder is used to detect humans' legs.  In case a few people are 

to be simultaneously tracked conflicts might occur.  

2.3.7 Adaptive user interface 
An adaptive interface is able to change certain aspects of the interface (adaptation), as the user or the 

current environment requires.   

An on-line adaptive gesture recognition interface combined with a command predictor [Cao and 

Balakrishnan, 2005] show that the hybrid adaptive system significantly improved and that the HO 

needed less practice making the gestures before achieving good results.  The performance gains include 

recognition rate and in interaction speed.   

 

A summarized table of the interface type and its advantages and drawbacks are concluded in Table 4, 

on following page. 

 

A primary objective [Preece et al., 2002] when developing a system is to enable users to be highly 

productive in their work.  This could be done by ensuring that interactive products are easy to learn, 

effective and pleasant to use.  One important parameter that can contribute to this is the interface.  

There are several factors to consider when choosing a specific interface: cost – the interface depends on 
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the existing budget, task suitability – if the task involves search and rescue a teach pendant will not be 

suitable for the task, and intended user – the interface must be suit the specific capabilities of the 

intended human operator.  
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Table 4: The interface, its advantages and drawbacks summary  
Interface  Advantages  Drawbacks  Examples  

Traditional  
 

Mouse • Cheap 
• Intuitive 

• Requires sensitivity motor abilities 
 

Kadouche et al., 2004 

Touch screen • Intuitive 
• Diverse, Could be used as a screen 
 

• Needs to be calibrated. 
• Depends on the angle placed 
• Over time could be tiring. 
• People that suffer from shakiness 
have difficulty using this interface. 

 

Eliav et al., 2005 

Teach 
Pendant 

• A hand held tool, allows remote control 
of the robot. 
• Allows direct programming (limited) 
• Economical, comes with the robot. 
• Robust 

• Inexperienced robot operators have 
difficulty programming.  This limits the 
productivity of the robot and the 
widespread of robot technology usage. 
• Programming can not be done 
through the teach pendant. 
• Wired remote control.   
• Every TP is dedicated to a single 
robot. 

Choi and Kim 2001 

Personal 
Digital 
Assisstant 

• Suitable for use in harsh or dangerous 
environments. 
• All around control- the robot could be 
controlled from all across the world. 
• Multi purpose  
• Easy to learn 
• Understanding the field within a glance 

• Small screen, low resolution 
• Slow 

Geeter et al., 1999 
Lundberg et al., 2003 
Keskinpala and 
Adams 2004 
Baczynski and 
Baczynski 2003 
Nilas et al., 2004  
Tian et al., 2007 
 

Natural  Hand 
gestures - 
Pointing 
for HO 
intentions 

• Recognition of HO intentions 
• No sensor is needed for natural 
interaction 
• The system recognized the pointing 
area 
• High recognition accuracy 96% 
• Easy and Fast training  
• Easy to use, high distance control 

• The system did not accurately 
calculate the exact location 
• Need explicit training of the hand 
gestures 

Sato et al., 2007 
Wachs et al., 2003 
Wachs et al., 2008 
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Head – 
Anticipatory 
movement 
of the head 

• The detecting movements are naturally 
associated with motor behavior � no 
additional cognitive burden on the HO. 
• The detect movements occur well in 
advance of motor behaviors � helps in 
obtaining timely reaction. 

• Negligible head movements were 
detected in high accuracy task and low 
navigation speed. 

Salvini et al., 2006 

Voice – 
Adaptive 
manual 
and/or 
speech 
control 

• Allows wider range of people to operate 
the system in a more efficient matter (e.g. 
disabled). 
• Time to complete task decreases when 
using speech control. 

• Transcript errors  
• Sensitive to the speakers' distance, 
environment noise. 

Medicherla and 
Sekmen 2007 

Touch – 
Using IR 
sensors 
 
 
 

Touch 
simulator 
 

• Addresses human that can not verbalize  
• Relatively cheap device 
• Reliable 
• Robust 
• No need for exert force or press 

• Adaptation to personality types is 
still in process  

Salter et al., 2006 

• Intuitive and effective method to acquire 
information on the virtual brain by touching 
its surface. 

• Not recommended for positioning 
and orienting cross sectional slices 
• Error of 2.5 ±0.7 mm when 10N force 
applied.  Not enough for surgery 
applications. 

Panchaphongsaphak 
et al., 2007 

Adaptive  Adapting 
gesture 
recognition 

• Less practice time 
• Performance improvement of 
recognition rate and interaction speed.  
• The user has full control adaptation 
process. 

• Requires on the fly training data Cao and Balakrishnan 
2005 

Multimodal  • Corresponds to more complex and 
multifunctional systems 
• Accommodates a broader range of users 
(Age, skills, native language, disabilities 
etc.). 
• Improved efficiency of the HO 
• Superior error handling\: error avoidance 
and refined recovery from errors. 

• Increases complexity  Lang et al., 2003 
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2.4 Learning  
Human learning occurs when a person repeats a task and thereby gains confidence and experience.  

As a result as the number of repetitions increases, time per repetition decreases and performance 

improves [Dar-El, 2001].   

Several factors affect the human learning rate of repetitive tasks:  

• Worker selection- there are many worker selection tests to ensure suitability to a job.   

• Individual capabilities – there are natural differences between humans with similar 

background due to different factors.  These factors include congenital abilities, the person's 

age, the amount of learning in the past and the human nervous system [Hancock and 

Bayha, 1992]. 

• Previous experience- prior work on similar tasks increases the learning rate due to transfer 

of skills effect [Dar-El, 2001].  

• Training – to achieve optimized performance (i.e. minimum {time to complete the task, 

number of errors}) there is a need to identify elements that might be difficult to perform, 

coach and practice these elements [Dar-El, 2001].   

• Motivation- no motivation leads to limited learning [Dar-El, 2001].  Fast learning and 

superior performance will be achieved when the operator has high motivation. 

• Job complexity – the amount of information needed to accomplish the task [Dar-El, 2001] 

and the amount of uncertainty involved, the more uncertainty in a task, the longer it takes 

to learn the job [Hancock and Bayha, 1992]. 

• Number of repetitions- As the number of repetitions increases, performance time decreses. 

• Length of the task - longer tasks are considered to be more complex 

• Errors- in the learning process errors occur.  The HO needs to learn how to solve these 

errors. 

2.4.1 Learning in mental tasks 
Learning and forgetting process was compared between two repetitive tasks, a mental task and a 

mechanical task [Arazi and Shtub, 1997].   They used two learning curve models.  The most common 

learning model [Hancock and Bayha., 1992], the exponential curve, b
n ntt −= 1  where nt  is the time to 

perform the nth repetition, 1t is the time for the first repetition, n is the repetition number and b is the 

learning rate.  This curve fits a wide range of human tasks, including mechanical behavior, perceptual 

mechanical tasks, perceptual task, elementary decisions, memory tasks, complex routine tasks and 

problem solving tasks [Hancock and Bayha., 1992].  The problem is that its asymptote is zero.  Another 
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learning model is a cumulative averages of serial data, the power form model [Hancock and Bayha, 

1992] cumulative, b
N

n
N nt

N
T −

=
∑=

1
1

1
  .   TN- cumulative average time for the first N repetitions. 

 

In Arazi's and Shtub study participants were given two tasks in two sets; a mental task, to identify 

geometric shapes and a mechanical task passing through a labyrinth.  Between the sets a changeable 

break was given to the participants.  They found that for both tasks the exponential function model was 

the most fitted learning process.  The break during the learning process caused a significant forgetting 

effect in the mechanical task. An inhomogeneous result occurred for the mental task; there some 

individuals improved their performance after the break.  The forgetting intensity is mostly affected by 

the rate of learning before the break.      

It has been argued [Goonetilleke et al., 1995] that in learning complex tasks there are two phases: in the 

first phase, mental model development, there is large performance fluctuation.  This is due to the fact 

that the operator learns the dynamics of the tasks.  After the operator 'learns' the task, phase two, there is 

a significant performance improvement, this is the optimization stage.  Based on this finding, a tele-

operation task was performed in direct and indirect modes [Bukchin et al., 2002].  To enhance indirect  

Learning based intelligent control methodologies can take advantage of the repetitive nature of some 

robotic tasks [Lima and Saridis, 1996].  When working in a hazardous environment understanding the 

learning-forgetting process is even more vital since it could help predict operator’s performance and 

estimate labor cost.  It is essential for developing training programs, for setting time standards and for 

improvement of work methods.   

A summary table of the learning curve models can be found in Table 5.  
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Table 5: Learning curve models  

Examples Description The equation The model 

Wright, 1936 

Newell and 
Rosenbloom, 
1981 

Goonetilleke et 
al., 1995 

fits a wide range of human tasks: 
mechanical behavior, perceptual mechanical 
tasks, perceptual task,                       
elementary decisions, memory tasks,                        
complex routine tasks and problem solving 
tasks.  Problem: asymptote is zero. 

b
n ntt −= 1  

nt - time to 

perform the nth 
repetition,  

1t - time (or cost) 
for the first 
repetition, first 
unit produced 

n - the repetition 
number   

b - the learning 
rate. 

The 
exponential 

curve –  

Wright model     

Tarnanidis et 
al., 2006 

Used for the configuration of processes, 
where the experience is carried from a 
product to another, in order for the workers 
to begin more effectively from where the 
asymptote of the learning curve predicts.  
Has been used for the modeling of airplanes 
and metallurgy production. 

y(X)=B0(X+c)n
 

Stanford-B 
model 

Tarnanidis et 
al., 2006 

Used for the modeling of processes where a 
part of a process can not be improved.  
Often used in factories where the assembly 
line is limiting the improvement. 

Yi=B1+B0X
-n DeJong 

Tarnanidis et 
al., 2006 

Combines the Stanford B with DeJong 
equation in order to shape the processes 
where the experience is carried by a product 
to the next and parts of the processes can 
not be improved. 

Y(X)= 
B1+B0(X+c)n S curve 

Hancock and 

Bayha, 1992 

 

 

b
N

n
N nt

N
T −

=
∑=

1
1

1
 

 

TN- cumulative 
average time for 
the first N 
repetitions.  

a cumulative 
averages of serial 
data. 

The 

cumulative 

averages 

model 
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2.5 The effect of computer knowledge and experience  and sex on 
mental abilities and workload 

2.5.1 The effect of gender on mental performance 
It has been suggested that males have an advantage in mental spatial tasks over females [Voyer et al., 

1995].  A meta-analyses [Linn and Pitersen, 1985; Voyer et al., 1995; Sato et al., 2003; Quaiser-Pohl et 

al., 2005; Jansen-Osmann and Heil, 2007] showed an overall male advantage on mental rotation tasks 

particularly in adults.  In the paper-pencil MRT [Jansen-Osmann and Heil, 2007] men typically 

outperformed women by one standard deviation.   However, no mental performance difference was 

found between eight years old boys and girls [Roberts and Bell, 2002].  Though an overall male 

advantage have been found, out of 50 mental rotation studies reviewed no gender differences were 

found for participants in 16 of these studies [Voyer et al., 1995].  Furthermore, some studies [Saccuzzo 

et al., 1996; Roberts and Bell, 2000] show no gender differences on computerized mental rotation task 

after computer practice and familiarization with the task. 

Voyer et al. (1995), explain that these gender differences are "psycho-social" variety (i.e., stereotype 

threat, gender role identification or differential experience and socialization) and "biological-neuronal" 

variety (i.e., rate of maturation, genetic complement, sex hormone level and cerebral lateralization. 

2.5.2 The effect of computer knowledge, computer ga mes and 
experience 

There are contradictory findings regarding the effect of computer games on mental rotation tasks.  Some 

have found [Barnett et al., 1997] that spatial abilities could be improved by computer games while 

others found that this experience has no practical consequence.  Studies show that computer games are 

more often played by males [Quaiser-Pohl et al., 2005].  This study also shows that boys prefer 

computer games that involve action and adventure while girls, prefer playing, if at all,   logic games and 

skill training games. 

2.6 Evaluation measures 

2.6.1 Overview 

There are three commonly used measures to evaluate performance: subjective (i.e., self-report), 

objective – performance- and physiological. 

2.6.2 Subjective mental workload 
Subjective rating scales are commonly used in different ergonomic research and practice to assess 

workload, fatigue and usability.  However, there are several issues [Annett, 2002] rising from the use of 

subjective rating scales.  The main two problems are high between-subject variability and many 
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workload sources that vary across tasks. There are several common subjective rating scales [Rubio et 

al., 2004]:  

1. The Cooper-Harper scale - originally developed as a checklist for pilots to assess the handling 

characteristics of aircraft [Cooper and Harper, 1969].    

2. SWAT – Subjective Workload Assessment Technique, 1988 (Table 6).  This rating technique uses 

three levels: (1) low, (2) medium, and (3) high, for each of three dimensions of time load, mental 

effort load, and psychological stress load to assess workload. 

3. NASA- TLX National Aeronautics and Space Administration Task Load Index, 1988 (Table 7).  

NASA TLX is considered a virtue multidimensional rating scale [Hart and Staveland, 1998].  

Twenty step bipolar scales are used to obtain ratings for six dimensions: mental demand, physical 

demand, temporal demand, performance, effort, and frustration. 

NASA-TLX provides a method by which specific sources of workload relevant to a given task can 

be identified and considered in computing a global workload rating.  It focuses on the subjective 

response of the user to the demands of the task. 

4. WP- Workload Profile - a more recent [Tsang and Velazquez, 1996] multidimensional subjective 

workload assessment instrument (Table 8) is based on the multiple resource model of Wickens 

(1987). The Workload Profile [Tsang & Velazquez, 1996] asks the subjects to provide the 

proportion of attentional resources used after they experienced all of the tasks to be rated.   

Table 6: Subjective Workload Assessment Technique (SWAT) rat ing scale dimensions  
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Table 7: Rating scale definitions and endpoints from the NAS A Task Load Index.  

 

 

 

There are eight workload dimensions used in this technique: perceptual/central processing, 

response selection and execution, spatial processing, verbal processing, visual processing, 

auditory processing, manual output, and speech output. In each cell on the rating sheet, the 

subjects provide a number between 0 and 1 to represent the proportion of attentional resources 

used in a particular dimension for a particular task.  

 
Table 8: Workload Profile rating sheet (WP)  
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Summary of the subjective measures: SWAT, NASA-TLX and WP in Table 9. 

Table 9: Comparison between recent subjective rating scales  
Subjective 

rating scale WP NASA-TLX SWAT 

Dimensions  8 6 3 
Practical tool to 
apply in 
operational 
environments 

Yes 

Yes Yes 

Easy to analyze   Yes Requires a special 
program 

Easy to 
understand and 
use 

Some difficulty 
Yes Yes 

Sensitivity  

In laboratory 

In field 

 

High 

N/A 

 

High/Moderate 

High 

 

High/Moderate 

Good 

Validity – 
between 
subjective 
measures and 
performance 
measures. 

Not good enough 

Good.   Not good enough 

Diagnosticity  Moderate/High 

Discriminated the best 
between task 
differentiations 
(memory task–tracking 
task).  Can also 
discriminate between 
task conditions (single-
dual). 

Moderate/High 

Can discriminate 
only between task 
conditions (single-
dual) 

 

Moderate/High 

Discriminated the best 
between task 
conditions (single-
dual). Can also 
discriminate between  

task differentiation 
(memory task–tracking 
task).   

When to use 
what 

- Mental workload 
Comparison between 
two or more tasks with 
different objective 
difficulty levels 

- Analysis of cognitive 
demands or attention 
resources demanded 
by a particular task 

predict the 
performance of a 
particular individual 
in a task 

 

Analysis of cognitive 
demands or attention 
resources demanded 
by a particular task 
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2.6.3 Performance measures 
Objective measures are used to evaluate task-oriented human-robot interaction [Steinfeld et al., 2006; 

Peerce et al., 2002].  Quantitative performance measures are obtained during task execution to produce 

the following: 

- Time to complete a task 

- Number of type of errors per task 

- Number of errors per unit of time  

- Number of users making a particular error 

- Number of users completing the task successfully   

These measures fit into usability engineering specifications which specify [Peerce et al., 2002]:  

Current level of performance, minimum acceptance level of performance, target level of performance. 

2.6.4 Heart Rate variability 
Heart rate variability (HRV) can estimate many medical risks, either cardiological or non-cardiological 

diseases [Task force for Guidelines: Heart rate variability, 1996].  The task force specifies standards of 

measurements, physiological interpretation and clinical use.  These standards focus on metrics 

calculated from short term (5 min) and long term (24 hr) recordings of the electrocardiogram (ECG).  

Another study [McNames et al., 2003] compared and estimated the reliability between nine HRV 

metrics calculated from ECG records spanning 10 sec to 10 min, with those calculated from a 5 min 

record.  Two metrics -  High Frequency power (HF) and the root mean square of successive normal to 

normal (NN) interval differences (RMSSD) - were more reliable than the other seven metrics.                
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The high frequency power (HF) was calculated as the total signal power in the frequency range of 0.15-

0.40 Hz.  Both studies showed that only metrics calculated from segments of equal durations can be 

compared. 
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3 Research methodology 

3.1 Overview 
A laboratory experimental system was setup to enable participants to maneuver wooden cubes through 

a variety of labyrinths using a six degree of freedom robot (DOF) manipulator.  The experiments were 

designed to compare the effectiveness of three different interfaces used by the operators to activate the 

robotic arm.   

Three ascending difficulty level labyrinth experiments were conducted: a double round trip with cube 

exchange, a point to point labyrinth experiment and a 180° inverted telerobotic point to point 

experiment.  Each experiment included five repetitions.   

3.2 The experimental tasks  
Each subject was required to complete a session of 15 cycles. Each cycle required the subject to move 

a cube through a labyrinth using the robot arm, activated by means of one of the three interfaces. The 

tasks required visio-spatial and technical abilities from the subjects, both to reach the predefined 

starting point and also to move within the robots' working envelope while activating different joints 

and/or axes.   

The 15 cycles were divided into three tasks/experiments of 5 repetition cycles each. The three tasks 

were designed to have an increasing level of difficulty and are designated as the "bridge" task, the 

"labyrinth" task and the "mirror" task.   

Task 1 comprised 5 cycles through a "bridge" labyrinth, where blocks are moved back and forth over a 

bridge-like slot. 

Task 2 comprised 5 cycles through a labyrinth (a long slot with many sharp bends), with the subject 

required to move the block from the beginning of the labyrinth until the end. 

Task 3 comprised 5 cycles similar to but more difficult than task 2, except that the labyrinth was not 

directly observed by the subject: instead, the subject was shown a Video picture of the labyrinth and 

the robot arm and block, with the view rotated by 180 degrees to form a virtual and inverted image.  

Although all groups performed the tasks in the same sequence, the groups used the interfaces in a 

different sequence. Altogether, three different sequences of interface usage were employed: 

One group used the touch-screen (TS) for the first five cycles of task 1, then the mouse (M) for the 

next five cycles comprising task 2, and then the teach pendant (TP)  for the last five cycles comprising 

task 3.  

The second group performed task 1,2 and 3 in the same sequence, but using the interfaces in the 

sequence TP �TS� M. 

The third group performed tasks 1,2 then 3, using the interfaces in the sequence M� TP� TS. 
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• Instructions for all tasks were: move the cube within the labyrinth and parallel to the labyrinth 

surface.   

• At the beginning of each task participants were instructed to rest for 10 minutes and again at the 

end of the session for recovery (i.e., at the end of the third experiment). 

• During the session subjects were physiologically monitored, as described previously.  

3.3 Experimental setup  

The experiments involve a SCORBOT ER4u vertical articulated robot, with six degrees of freedom 

(five revolute joints and a gripper attached for the experiments).  A Pentium IV computer (the server) 

is equipped with two monitors: a 19" Philips 109B6 touch screen and a 17" LG flatron 795FT plus 

computer screen. A keyboard and a mouse are connected to the computer, as well as the robot's 

controller (via a universal serial bus (USB) and a video camera (via a TCP/IP connection). The robot 

and a teach pendant for manual robot activation are connected to the robot controller.   An IP Access 

213 pan tilt zoom internet video camera is connected to the computer to enable inverted teleoperation 

experiment execution.  The experimental setup is described in Figure 10. 

TCP/IP

Axis 213
camera

Keyboard Mouse

ER4u ROBOT

Teach
Pendant

(TP)

ER4u robotic
arm

ER4u controller

Computer Host

Touch Screen
(TS)

Screen

USB

 
Figure 10: The experimental setup  

3.4 Task definition  
Three tasks were to be completed under the instructions: always stay inside the labyrinth and parallel to 

its surface.  Operators' instructions are detailed in Appendix H . 
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The bridge task- subjects were requested to move a 4 cm cube from a predefined point to the other side 

of the "bridge", release cube 1, and make a roundtrip with cube 2, release cube 2 and return to the 

predefined point, Figure 11. 

 

1

2

Step IV

Step I

Step II

Step III

 
 

Figure 11: Task 1, the "bridge" task, level 1 
 

 The labyrinth task – subjects were requested to move the cube from a predefined point to a target 

point, Figure 12. 

8 cm
15 cm

 
Figure 12: Task 2, the labyrinth task, level 2 
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The mirror task - subjects were requested to move the cube from a predefined point to a target 

point with no direct vision of the robot and a 180° inverted picture of the robot and the labyrinth, 

Figure 13. 

53 cm X
40 cm

11 cm

 
Figure 13: Task 3, the mirror task, level 3 

 

3.5 Apparatus 

The robot was a SCORBOT ER4u vertical articulated six degrees of freedom (DOF) robot, with five 

cylindrical joints and a linear (open/close) gripper.  The interfaces used were: 

• A computer screen, Mouse and a keyboard (M) - standard PC interfaces. 

• A Teach-Pendant (TP) – standard robot arm control interface. 

• A Touch Screen (TS) – widely used interface for some tasks. 

 

3.6 Participating groups 
Number of participants: 

Eighteen right handed healthy industrial engineering students aged 18-31 participated in this study. 

Their motivation to participate in the study was 2 points towards the final grade in a course taken 

during the semester.   

Operational Expertise 

Nine students were in their third year and had completed an automation course in the previous 

semester which included a final project on an ER5 robot.  These participants were classified as expert 
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operators for purposes of this study, due to accumulation of approximately 50 hours of experience in 

operating the robots. The other nine students were second year students who had never interacted with 

robots and were classified as novice operators.  

Gender 

Each expertise group included five male and four female participants and a further classification was 

made based on gender. 

3.7 Performance Parameters 
Input Interface 

Measurements were conducted and recorded for each input interface device – mouse, touch screen and 

teach pendant. 

Interface sequence of interface use 

The sequence of using the three input types was different as detailed in section  3.2, the experimental 

tasks.  

Task difficulty 

Three tasks/experiments were required to be performed, which were designed to provide an ascending 

level of difficulty (detailed in  3.4). 

3.8 Evaluation measurement 

Three different measures were used to evaluate performance: physiological measures, subjective 

measures and objective performance measures. 

3.8.1 Physiological monitoring 
ECG signals are recorded at a sample rate of 500 Hz 

connected to a Personal Digital Assistant (PDA).  The inputs 

are measured by attaching sensors to the subject.  

Three electrodes are connected to the subject: one on the 

right side of the clavicle, and the other two electrodes are on 

the right and left sides of the ribs, Figure 14.   Analyzing the 

signals recorded: R waves are detected and R to R intervals 

are calculated.  Heart Rate Variability is calculated using the 

standard deviation between R-R intervals.  

3.8.2 Subjective measures 
The National Aeronautics and Space Administration Task Load Index, 1988, (NASA-TLX) 

questionnaire was used for the subjective assessment.  NASA TLX is considered a virtue 

Figure 14: The physiological system  
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multidimensional rating scale [Hart and Staveland 1998].  Twenty step bipolar scales are used to 

obtain ratings for six dimensions: mental demand, physical demand, temporal demand, performance, 

effort, and frustration. 

The inputs of these measures are obtained by having the participants fill in a questionnaire after 

completing the tasks. The questionnaire is detailed in Appendix B. 

3.8.3 Objective measures 
Performance measures for each interface were obtained by direct observation of the task performance 

by the experiment conductor and included: 

1) Whether the task was successfully completed  

2) Efficiency- Time to complete the task (min.min/1000) measured by a stopwatch. 

3) Effectiveness- how well the task is completed (did the subject execute the task according to the 

instructions:  

a. Path-following conformance: Was the cube maneuvered in a way that conformed well 

with the labyrinth limitations (or did clumsy operation create situations where the cube 

"crashed" against the walls). (Yes-1/No-0)? 

b. Cube orientation: Was the cube parallel to the labyrinth surface (i.e., was the cube gripped 

correctly and uprightly (Yes-1/No-0)? 

A binary value was assigned to these measurements, which are very relevant but cannot be easily 

quantified and are intended to supply only a qualitative indication of performance. Subjective 

measures National Aeronautics and Space Administration Task Load Index, 1988, (NASA-TLX).  

NASA TLX is considered a virtual multidimensional rating scale [Hart and Staveland, 1998].  

Twenty step bipolar scales are used to obtain ratings for six dimensions: mental demand, physical 

demand, temporal demand, performance, effort, and frustration. Inputs are obtained by having the 

participants fill in a questionnaire (detailed in Error! Reference source not found.) after completing 

the tasks. 

The effectiveness is derived from the criteria desc ribed in section 1.2.8.2.3, namely, path-

following conformance and cube orientation:  

a subject who completed the task meeting both crite ria received 0 errors,  

a subject who completed the cycle following only on e criterion had 1 error.   

a subject who did not finish the cycle or did not m et either of the criteria had 2 errors 

for the cycle. 

2) In all graphs: 

• cycles  1-5 comprise task 1, the first level of dif ficulty (Bridge task) 

• cycles 6-10 comprise task 2, the second level of di fficulty (Labyrinth task) 

• cycles 11-15 comprise task 3 the most difficult tas k (Mirror task). 
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3.9 Statistical analysis  
 

Statistical analysis was done using SPSS 12.0 software with 5 way ANOVA with repeated measures.  Error 

analysis was done using logistic regression with random intercept.  Statistical models include two within 

subject factors (i.e., task, repetitions) and four between subjects factors (i.e., gender, expertise, interface 

sequence and game experience). 

 

4 Results 
Results were analyzed for the three measures: objective (performance), subjective and physiological 

according to the user groups and objectives.  

 

1) In all graphs concerning subjective measures the  following comments should be 

noted: 

• In all following graphs the interface sequence of u se (appearing in the legend) is 

as follows (full list of participants interface seq uence in Appendix E):   

• Interface 
sequence 

• Experiment 1 • Experiment 2 • Experiment 3 

• 1 • TS • M • TP 
• 2 • TP • TS • M 
• 3 • M • TP • TS 

 
• Ascending values on the y-axis of the subjective an alysis graphs indicate 

increase of the measured subjective parameter, exce pt for performance demand 

where increasing value indicates decrease in value,  i.e., from Good to poor. 

2) ) In all cases where standard error does not app ear in the graph, a table will appear 

in Appendix F. 

3) All statistical analyses appear in Appendix G. 

4) All raw data in Appendix G. 

5) In all subjective analysis, it is suggested that  the trend of the perceived measure be 

considered and not the absolute value. 

4.1 Expertise 
Two groups of nine participants included in this study were classified as expert or novice operators: 

expert operators were IEM students that completed automation course in the past year and did a 

project in robotics, they operated the robot approximately 35 hr. Novice operators were students 

who had never operated a robot in the past.   
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4.1.1 Objective measures 

Efficiency – Time to complete the experiment 

Figure 15 plots the average time to complete each of the three experiments for the entire session of 

15 cycles, for expert and for novice operators. It should be noted that higher execution times indicate 

poorer performance than lower execution times. 

 
Figure 15: Overall expertise average time to complete session 

 
The following phenomena may be observed: 

a) An apparently anomalous phenomenon may be observed regarding the time for task completion. 

Expert operators took longer than novice operators to finish the task, in 12 out of 15 cycles.  In fact, 

expert robot users needed on average 6.185 minutes to complete a cycle, std=0.169 min.  Novice 

robot users needed on average 5.539 minutes to complete a cycle, std=0.165 min.  

This is an unexpected result, and future experiments should be designed to determine if this is the 

normal situation (e.g., expert operators might be aware that slower operation may lead to fewer 

errors), or if it is due to other factors that were not adequately examined in these tests (e.g., a-priori 

aptitude that may have been absent in the expert group and present in the novice group. 

b) There are deviations observed from the expected learning-curve behavior. Learning curves are 

expected to be monotonic – it takes less time to complete tasks as we gain experience.  However, 

studies [Goonetilleke et al., 1995] indicate that fluctuations may occur as a first stage of the learning 

process of complex tasks, and therefore it may be that phenomena observed are not deviant: with 
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additional cycles, results may have stabilized into the expected learning curve.  It is to notice that in all 

experiment there is a significant improvement between the first cycle and subsequent cycles.  There is 

also a consistent improvement between the first and second experiment (despite the increasing level of 

difficulty) and deterioration in the third experiment. The disruption of the improvement in the third 

experiment may be the result of a dramatic increase of experiment difficulty since it involved a more 

difficult mechanical aptitude as well as an increased mental difficulty.  An additional possibility to be 

considered is that rotated tele-robotic tasks have not been experienced by experts and therefore the 

expert/novice classification in not fully applicable in experiment 3. 

An additional factor that might have influenced the results is fatigue, which may have more influence 

on the outcome than the increase in experience.   

Deviations from the expected results could be explained by the extended U shaped function (Appendix 

C), a human operator can maximize performance in the normative zone.  As the level of stress 

increases, attentional resources are progressively drained and performance level decreases. 

 

Statistical analysis indicates no significance influence of expertise on the time to complete the task, 

F(1,1)=3.166, p=0.326.  Detailed statistical analysis of interactions in  0Appendix F. 

 

Effectiveness – Quality of experiment execution  

Figure 16 (on the following page) plots the average number of errors in each of the three experiments 

for the entire session of 15 cycles, for expert and for novice operators.  On average expert robot users 

had fewer errors than novices throughout the session (eexperts=7.111, stdexperts=7.288; enovice=9, 

stdnovice=4.213).  It should be noted that in this graph, lower values indicate better performance. 

Referring to Figure 26, the following trends may be observed: 

a) For experiment 1 and 2, experts have fewer errors than novices, which is the anticipated 

result (Table 10). However, in the third experiment, experts performed better than novices 

in only two of the five cycles.   

Table 10: Descriptive statistical analysis of the effectivene ss of expertise per experiment  

 Novice Expert 

 Exp 1 Exp 2 Exp 3 Exp 1 Exp 2 Exp 3 

Average 4.333 1.778 2.889 3.333 0.778 3 

Std 2.5 1.856 2.522 3.674 1.302 3.279 

 
b) Erratic learning curves regarding the number of errors are observed in all three 

experiments, in all cases excepting the novice group in task 2. 
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c) Fewer overall errors occur during task 2 than occurred during task 1, despite the higher 

task difficulty level.  

 
Figure 16: Expertise overall session effectiveness  

 

Statistical analysis indicates no significance of expertise on the quality of the experiment 
execution, Y1: p=0.784, OR=0.7797, 0.1313-4.6286; Y2: p=0.154, OR=0.290486, 0.05314-
1.5878.  Detailed statistical analysis in  0Appendix F, effectivenessEffectiveness 

Effectiveness 
Effectiveness 

.   

 

4.1.2 Subjective 
No subjective significant factor was found statistically significant for expertise: 

F(1,8)Mental demand=3.446, p=0.100;  

F(1,8)Physical demand=3.970,p=0.081;  

F(1,8)TemporL demand=0.683, p=0.433;  

F(1,8)Performance=0.472, p=0.511;  

F(1,8)Effort=3.253, p=0.109;  

F(1,8)Frustration=3.593, p=0.095.  Detailed statistical analysis of interactions in Appendix F, Subjective. 
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4.1.3 Physiological 
No physiological significant factor was found statistically significant for expertise F(1,5)=1.612, 

p=0.260, see Appendix F, Physiology for detailed statistical analysis of interaction. 

4.2 Gender 
Participants were classified into two groups: ten males and eight females. The following 

phenomena may be observed: 

4.2.1 Objective 

Efficiency 

Figure 17 plots the average time to complete each of the three experiments for the entire session of 

15 cycles, for male and female operators.  

The erratic learning curves are observed again, Figure 17, in experiments 1 and 3.  In the second 

experiment, both male and female continuously improved their efficiency and decreased the time to 

complete the task. The findings of the study support the literature [Voyer et al., 1995] - in ten cycles 

out of the 15 cycles in the session, males performed faster.  Descriptive statistics indicate that on 

average males' efficiency performance was 5.535 min (stdmale=0.16) and female efficiency was 6.189 

min (stdfemale=0.175). 

 
Figure 17: Overall Gender efficiency  

 

Statistical analysis indicate no significance of gender on efficiency (F(1,1)=10.785, p=0.188).   
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Statistical analysis indicated significance influence of the interaction of task, repetition and gender, 

(F(8,8)=4.689, p=0.021) on efficiency.  As can be seen in Figure 18 (on the following page) all 

participants completed the second task faster than the first task and these was a significant learning 

effect from the first cycle to the other cycles in each task.  Males completed the first cycle of the third 

task on similar times of the second task.  However, on the other cycles male participants completed 

the third task with similar time of the first task.  Female participants needed more time to complete a 

task than male participants throughout the session.   

 
Detailed analysis in Appendix F. 

 

Effectiveness 

Overall the session female operators had fewer errors ("e") than male (efemale=7.5, stdfemale=6.459; 

emale=8.5, stdmale=5.642).   

Figure 19 (on the following page) plots the average number of errors in each of the three experiments 

for the entire session of 15 cycles, for male and female operators.  Erratic learning curves regarding 

the number of errors are observed in all three experiments.  No consistent phenomena is observed 

regarding the male and female effectiveness: in the first experiment, females performed better than 

males, in the second experiment male performed better and in the third experiment they were equally 

proficient on the average . 

 

Statistical analysis indicates no significance of expertise on the quality of the experiment 
execution, Y1: p=0.394, OR=0.77974478, 0.0707-2.8369; Y2: p=0.673, OR=0.6802, 0.1138-
4.0658.  Detailed statistical analysis in  0Appendix F, effectivenessEffectiveness 

Effectiveness 

Figure 18: The interaction between task level, repetitions (time) and gender (0-male, 1-female).
  F(8,8)=4.689, p=0.021 
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Effectiveness 
.   

 

 
Figure 19: Overall gender average effectiveness 

 

4.2.2 Subjective 
No subjective significant factor was found for gender:  

F(1,8)Mental demand=0.184, p=0.679;  

F(1,8)Physical demand=0.021, p=0.889;  

F(1,8)TemporL demand=0.458, p=0.518;  

F(1,8)Performance=0.721, p=0.420;  

F(1,8)Effort=0.172, p=0.689;  

F(1,8)Frustration=0.558, p=0.477.   

Detailed statistical analysis of interactions in Appendix F, Subjective. 

4.2.3 Physiological 
Statistical analysis indicated no significant physiological measure of gender on performance, 

F(1,5)=0.490, p=0.515.  Detailed statistical analysis can be found in Appendix F, Physiology. 
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Expertise x Gender interaction  
In each expertise group (expert, novice) there were four females and five males. 

4.2.4 Objective 
Efficiency 

Figure 20 plots the average time to complete each of the three experiments for the entire session of 

15 cycles, considering the expertise level and gender.  Referring to Figure 20 the following 

phenomena may be observed: 

 
Figure 20: Expertise x gender efficiency  

 

The erratic syndrome continues throughout the session: in experiment 1, novice males, male and 

female experts begin improving efficiency but in cycle 4 they needed more time to complete the task.  

In cycle 5, they started to improve again.  At the beginning of the second experiment, cycle 6, all 

group users completed the cycle at a better time than in the first cycle.  Consistent improvement of 

efficiency by all group users is observed excluding novice females who needed more time at cycle 

10.  In the third experiment, all group users display erratic learning curves. 

In the first experiment the first two cycles show a male advantage, as the experiment continues an 

expertise difference develops; novice females complete the experiment faster than expert males.  In 

the second experiment at all cycles male outperformed females within their expertise (i.e., expert 

males were faster than expert females and novice males outperformed novice females).  An apparent 
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anomalous phenomenon may be observed in cycles six through nine, novice females were more 

efficient than expert males in the first four cycles of the experiment. In the third experiment in four 

out of five cycles, females were more efficient than males; in cycles 12 and 14 novice females and in 

cycles 13 and 15 expert females.   

Novice females being more efficient then expert males from the first experiment could be explained 

by a steep learning curve of the novice females. This finding does not align with prior research that 

male perform better then female.  Descriptive statistical analysis in Table 11 

Table 11:Descriptive statistical analysis of the interaction between gender and expertise 

Expertise Gender Mean Std 

Novice 
Male 5.514 0.221 

Female 5.570 0.247 

Expert 
Male 5.562 0.231 

Female 6.807 0.247 

 

Statistical analysis indicate no significance of the gender expertise interaction on performance 

F(1,1)=1.533, p=0.433.  Detailed analysis in Appendix F . 

 

Statistical analysis shows a minor significance of task level, gender and expertise interaction on 

efficiency performance (F(2,2)=8.286, p=0.108).  For both gender, Figure 21, in task 1 and task 2 

there is a positive transference and experts needed more time to complete the task.  In the third task 

novice male participant (gender=0) needed more time to complete the task than they needed in the 

first task and more time expert male participants needed.  Female novice participants had a positive 

transference from the direct mode tasks (tasks 1,2) to the indirect mode task (task 3).  However 

expert female participants acted similar to the novice male participants.   

 

 

 

Figure 21: The interaction between task level, gender (0-male, 1-female)and expertise (0-novice,  
1-expert).  F(2,2,)=8.286, p=0.108 
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Effectiveness 

Analyzing the average number of errors as expertise x gender interaction, Figure 22, reveals that in 

the first experiment expert females have: fewer errors than expert males in cycles two to five, fewer 

errors than novice females and fewer errors than novice males during all five cycles in the 

experiment.  Expert males had more errors than novice females in the last four cycles of the 

experiment but fewer errors compared to novice males. These findings are in contrary to literature 

and to what could be expected.   

The second experiment began with fewer errors on average from all groups participating in the study. 

Expert males had the least errors in the first two cycles than all other groups but in the last two cycles 

had the most errors during execution. Fatigue might be the cause for the turnover. Experiment 3 

begins with an expected result however, with little practice it could be observed that female experts 

had fewer errors than novice females and expert male had fewer errors than novice males during the 

first three cycles.  In the last two cycles of the experiment novice effectiveness exceeds experts.  This 

could indicate that learning could be improved by practice and that as subjects got familiar with the 

task they improved their performance. 

 
Figure 22: Expertise x gender effectiveness  

4.2.5   Subjective 
Statistical analysis indicates no significance of different subjective demands on performance: 
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F(1,8)Mental demand=0.046, p=0.836;  

F(1,8)Physical demand=0.058, p=0.816;  

F(1,8)TemporL demand=0.009, p=0.925;  

F(1,8)Performance=0.307, p=0.595;  

F(1,8)Effort=0.751, p=0.411;  

F(1,8)Frustration=0.192, p=0.673.   

 

For the expertise, gender task level interaction one subjective factor, physical demand (how much 

physical activity was required?), as reported by participants was found to have statistical significance 

(F(2,16)=7.516, p=0.005) influence on performance. In general, expert ("1") females and males 

perceived higher physical demand than novice users.  One exception was in the first task, level 1, 

females experts and novice perceived similar physical demand, Figure 23  
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Figure 23: The perceived physical demand of males (0) and fema les (1) as a factor of expertise . 
 

The trend shown in the perceived physical demand for males indicates an increasing level of 

difficulty as expected considering the increased level of task difficulty and the effect of fatigue.   The 

third task is considered to be new to all expertise and therefore, for males, the difference between 

experts and novice was nullified.  Expert females show the same trend as seen for males.  Novice 

females perceive the first and last task as equally difficult.  This could be explained by the fact that 

these two tasks are unfamiliar for novices. 

 

Detailed statistical analysis of interactions in Appendix F, Subjective 
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4.2.6 Physiological 
No physical significant factor was found for this interaction, F(1,5)=0.386, p=0.562.  For detailed 

physiological statistical analysis, see Appendix F. 

4.3 Interface sequence 
Three interfaces were evaluated: teach pendant, computer mouse and touch screen.   

4.3.1 Objective 

Efficiency 

Figure 24 plots the influence of the different interfaces on the average time required to complete each 

of the three experiments for the entire session of 15 cycles. 

 
Figure 24: The  influence of interfaces on efficiency 

 

Referring to Figure 24, every line represents the average time to complete the session of six subjects 

(half experts, half novice).  A group that operated the robotic system in the first experiment with a 

touch screen, used a mouse in the second experiment and a teach pendant in the third experiment - 

orange. A group that operated the robotic system in first experiment with a teach pendant, used the 

touch screen in the second experiment and a mouse in the third experiment - turquoise. A group that 

operated the robotic system in first experiment with a mouse, used a teach pendant in the second 

experiment and a touch screen in the third experiment - violet. 

Throughout the session, the following phenomena may be observed:  

a) The mouse was found to be the most efficient interface in all three experiments.   
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b) The teach pendant was found to be the least efficient interface in all three experiments.  

c) It may be observed that participants who began the session using the TP displayed the most 

overall erratic performance throughout the session. No other phenomena can be observed 

regarding the sequence of use of interfaces.  

A summary of descriptive statistical analysis in Table 12. 

Table 12: Descriptive statistical analysis of interface sequence 

Interface sequence Mean Std. Error 
1    {TS→M→TP}  5.703(a) .210 

2    {TP→TS→M} 6.116(a) .202 

3     {M→TP→TS} 5.686(a) .202 

 

Statistical analysis indicated no significance influence between interface sequence and performance 

(F(2,1)=3.970, p=0.334).  

 

Effectiveness 

Figure 25 plots the influence of the different interfaces on the average number of errors in each of the 

three experiments for the entire session of 15 cycles. 

 
Figure 25: The influence of interface on effectiveness  
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a) The mouse was found to be the superior interface in the first experiment and performed well in 

the second experiment.  It had the worst performance in the third experiment.   

b) The TP displayed the best learning improvement, and was the superior interface in the mental 

task. 

c) The TS had the least variance throughout the three experiments and in all cases performance 

was bounded by the other two interfaces.  

The mouse input is characterized by linear motion generating linear input commands that are 

analogous to the motion of the system being operated, while the TS and TP are logical type interfaces 

where the motor activation activity is not analogous to the desired system motion.  This may explain 

why the mouse performance was superior in experiments 1 and 2 (which are mechanical aptitude 

tasks) and deteriorated during the third experiment, which involved visio-spatial orientation.  This 

may indicate that mechanically analogous interfaces are not suitable to mainly mental tasks.   

Statistical analysis indicates no significance of the interface sequence on the quality of the 
experiment execution, Table 13.  Detailed statistical analysis in  0Appendix F, 
effectivenessEffectiveness 

Effectiveness 
Effectiveness 

.  

 

Table 13: Summary of the interface sequence effectiveness statistical analysis 
 Variable (OR) Lower limit Upper limit P- value 

Y1 

AIC=197 

 0.8765 0.0721 10.6529 0.918 

interface2 0.8554 0.1066 6.8640 0.883 

interface3 0.3108 0.0336 2.8703 0.303 

Y2_1 

AIC=299.1

 15.9013 1.1662 216.8227 0.038 

interface2 1.1455 0.1442 9.0913 0.898 

interface3 0.5578 0.0655 4.7479 0.593 

 

4.3.2 Subjective 

Statistical analysis indicates a significance influence between interface sequence and subjective 

physical demand: 

F(2,8)Mental demand=2.105, p=0.184;  

F(2,8)Physical demand=5.765, p=0.028;  

F(2,8)TemporL demand=1.031, p=0.4;  

F(2,8)Performance=1.572, p=0.266;  
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F(2,8)Effort=0.785, p=0.488;  

F(2,8)Frustration=0.157, p=0.857.   

Detailed statistical analysis in Appendix F, subjective. 

4.3.3 Physiological 

No physiological  significant factor was found for interface, F(2,5)=0.857, p=0.478).  For detailed 

physiological statistical analysis see Appendix F. 

 

Interface x Expertise interaction  
In this section the results indicate the influence of expertise and interface on performance.  

4.3.4 Objective 

Efficiency 

Expert robot users analysis (Figure 26)  

Task 1, Teach Pendant � Task 2, Touch Screen� Task 3, Mouse (turquoise) 

In the first experiment, experts that used the TP interface needed significantly more time to complete 

the task than the average expert throughout the task (texpert; TP=7.013, stdexpert; TP= 0.286; texpert; 

TS=5.284, stdexpert; TS= 0.303; texpert; M=5.957, stdexpert; M= 0.286).  The five first cycles, operating 

through the TP allowed the subjects to learn the system and as a result the average time completion 

task for the rest of the session was shortened. We can see that in the most difficult task, cycles 11-15, 

the mouse delivered the best time performance. 
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Figure 26: The influence of the interface on efficiency for ex pert robot users.  

 

Task 1, Touch Screen � Task 2, Mouse� Task 3, Teach Pendant (orange) 

Experts that used the TS for the first task, improved during the second task. The third task required 

more time than the second task but was similar to the first one.   

Task 1, Mouse � Task 2, Teach Pendant � Task 3, Touch Screen (violet) 

Interestingly, though using the mouse in the first task resulted with best time performance, learning 

took longer than interface sequence 1 (TS>M>TP) by 12.74%.  In addition, in every first cycle of the 

two other tasks time performance was worse (t Interface 1, Task 1,cycle 1=9.995 min; t Interface 1, Task 2,cycle 

1=12.230 min; t Interface 1, Task 3,cycle 1=12.5055 min.  

Novice robot users analysis (Figure 27) 

Task 1, Teach Pendant � Task 2, Touch Screen� Task 3, Mouse(turquoise) 

Novice robot users that operated the robot in the first task using a TP behaved like the experts.  When 

comparing the expertise, novice completed the session faster by 34% than experts F(2,1)=3.453, 

p=0.356.  
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Figure 27: The influence of the interface on efficiency for no vice robot users . 

 

Task 1, Touch Screen � Task 2, Mouse� Task 3, Teach Pendant (orange) 

Time performance when operating the robot in the first task though a touch screen results in longest 

time compared to the other two interface performances in the first task (6.932 min vs. 5.98 min or 

4.712 min)  Using the mouse in the second task improved performances significantly (3.338 min).  

However, in the third task it gave the worst performances (7.678 min vr. 5.685min or 6.619  min). 

 

Task 1, Mouse � Task 2, Teach Pendant � Task 3, Touch Screen (violet) 

Similar results to those of the expert were achieved.  During the first task the best learning (i.e., best 

time performance) was achieved when subjects used the mouse.  In the second task, while using the 

TP a steep time learning curve was observed.  The TS allowed on average two fast first cycles. 

Statistical analysis indicated a major significance influence between task level, repetitions, interface 

and expertise (F(16,8)=4.427, p=0.019) and a minor significance influence between expertise and the 

interaction of interface x task (F(4,2)=9.660, p=0.096). 

 

Effectiveness 

As can be seen in Figure 28 regarding the overall session: 

a) Best effectiveness for experts were when operating the system with interface sequence 1 (TS� 

M � TP)  
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b) Worst expert effectiveness occurred wuen operating the system using sequence 2 (TP� 

TS�M).     

 
Figure 28: The influence of interface on effectiveness of expe rt robot users.  

 

For novice robot users (Figure 29) best effectiveness occurred during the first two experiments using 

interface sequence 3 (M � TP � TS).  Minimum errors in experiment 2 and 3 were when operating 

the system through the teach pendant.   
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Figure 29: The influence of interface on effectiveness of novi ce users. 

4.3.5 Subjective 

Statistical analysis indicates a significance influence of the interaction of expertise and interface 

sequence on subjective demands: 

F(2,8)Mental demand=2.099, p=0.185;  

F(2,8)Physical demand=0.229, p=0.8;  

F(2,8)TemporL demand=1.214, p=0.346;  

F(2,8)Performance=0.647, p=0.549;  

F(2,8)Effort=0.625, p=0.559;  

F(2,8)Frustration=0.604, p=0. 57.   

Detailed statistical analysis in Appendix F, subjective. 

 

4.3.6 Physiological 

No physical significant factor was found for this interaction,F(2,5)=0.682, p=0.547.  Detailed 

statistical analysis in Appendix F, physiology. 
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Experiments / tasks 
Three experiments were conducted: the bridge task, labyrinth task and the mirror task.   

4.3.7 Objective 

Efficiency 

The time to complete the first cycle of the first experiment was the longest compared to all other 

cycles (Figure 30).  In all experiments the cycles followed the first one indicate an increase of 

efficiency (Table 14, F(8,8)=3.486, p=0.048): in the first experiment, after the first cycle there is an 

increase of efficiency in two cycles,  in the fourth cycle there is a slight decrease of efficiency and the 

last experiment show additional improvement.  In the second experiment, there is an increase of 

efficiency throughout the experiment.  The third experiment is similar to the first one.  

 
Figure 30: The influence of the task on efficiency.  

It is important to indicate that when looking from the second cycle of each experiment, experiment 2 

begins where experiment 1I ended.  However, experiment 3 which is the most difficult task begins 

with a slight improvement of efficiency then experiment 1.   

Statistical analysis indicated significance influence of the task level of difficulty on efficiency 

(F(2,2)=31.803, p=0.03). 

Table 14: Discriptive statisitics of cycles 

 Cycle 1 Cycle 2 Cycle 3 Cycle 4 Cycle 5 

Average 10.698 5.376 4.335 4.746 4.059 

Std 0.842 0.044 0.133 0.339 0.90 
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Statistical analysis indicated significance influence between the interface and task (F(4,2)=13.249, 

p=0.071).  

 

Statistical analysis indicates that the interaction between task level, repetitions and expertise has a 

minor significance (F(8,8)=2.364, p=0.123) in its effect on time to complete the task.  As can be seen 

in Figure 31 for both level of expertise, learning can be observed from the first cycle to the other four 

cycles of each task.  Novice robot users completed on average each task faster than the expert robot 

users.  In addition, for all expertise there is a positive transference from the first task to the second 

tasks and time to complete the task decreased.  Though the third task was the most difficult task and 

was done in indirect mode and required spatial orientation and visualization, time to complete the 

task was shorter than the first task (indicates a positive transference) but longer than the second task. 

   

Effectiveness 

The maximum average number of errors was in the first cycle, Figure 32 (on following page).  The 

effectiveness increases in the following two cycles.  However, as seen in Figure 30 in cycle 4 there is 

a unique regression in both analyses.  Experiment II begins at the same effectiveness level as in cycle 

5 and it increases during the experiment.  Again as seen before, experiment III, the most difficult task 

begins with more errors and the number of errors grows in the following two cycles.  The forth cycle 

of this experiment might indicate on effectiveness improvement that discontinued in the last cycle.  

Figure 31: The interaction between task level, repetitions ( time) and expertise (o-novice, 1- expert).  
   F(8,8)=2.364, p=0.123. 
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Figure 32: The influence of task on effectiveness. 

 
Statistical analysis indicates significant influence of level of task difficulty on effectiveness, in 

particular task 2 (Y1: p=0.00223, OR=0.144006, 0.042-0.499; Y2: p=0.000, OR=0.087, 0.037-0.206) 

and for task 3 (Y2: p=0.027, OR=0.425, 0.200-0.906) compared to task 1.  Excluding the factors 

interface, game, experiment, and gender had no effect on the P value; the relations between the level of 

task difficulty factor and Y2 and the relation between the repetition factor and Y2 were not affected by 

the manipulation. 

4.3.8 Subjective 

The first subjective mental demand question was: how much mental and perceptual activity was 

required.  Statistical analysis indicated significance influence between the perceived degree of mental 

demand and the task level of difficulty (F(2,16)=12.176, p=0.001) on performance.  As can be seen 

in  
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Figure 33 (on the following page) experiment 2 was perceived to have the least mental demand.  

Experiment I was perceived having lower mental demand than the third task. Experiment 3 is 

perceived to require the most mental demand.   

The second subjective physical demand question: How much physical activity was required?  

Statistical analysis indicates significance between the perceived degree of physical demand and the 

task level of difficulty (F(2,16)=30.063, p=0.000). 

 

The assumed level of difficulty corresponds to the physical demand perceived (Figure 34, on the 

following page): Experiment I with the lowest physical demand, ascending to experiment III with the 

highest physical demand perceived.  The reason for the results of the physical demand perceived 

might be the interface used by the subject during the task, using a touch screen demands more 

physical 

work than 

the mouse.  

In addition, 

experiment 

III is the 

most 

difficult 

task that is 

being 

executed 

last, fatigue.  

Subjects 

might have felt very tired by the third experiment.   
 

 
 
 
 
 
 



 74

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 33: Level of task difficulty perceived in mental de mand. 
The subjective performance question was: How successful do you think you were in accomplishing 

the goals of the task set by the experimenter.  Statistical analysis indicated significance between the 

perceived degree of success and the task level of difficulty (F(2,16)=11.767, p=0.001). 

 

Figure 34: Level of task difficulty perceived in physical dema nd.  

 

Figure 35 shows the performance perceived while executing the different task (experiments 1-3).  In 

the first task, task I, subjects felt they performed fairly well.  In task II, the labyrinth, subjects felt 

they did well; they met the goals of the task.  However, task III was perceived with fairly poor 

performance. 
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Figure 35: Performance perceived by subjects on the task diffi culty level . 
 

The subjective Effort question was: How hard did you have to work to accomplish your level of 

performance.  Statistical analysis indicated significance between the perceived effort and the task 

level of difficulty (F(2,16)=12.226, p=0.001). 

 

Figure 36: The perceived effort needed for the task difficulty  level. 
 

Task II was perceived with the least effort (Figure 36). Task III was perceived with the highest effort 

needed to accomplish the performance level.  Task I perceived effort was in between the two levels.  
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This fits the way subjects perceived their performance.  The same trend was found in the perceived 

mental demand but interestingly it does not fit the physical demand. 

The subjective measure frustration (Figure 41) is similar to the subjective measure mental 

demand and the perceived effort ( 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 33, Figure 36 correspondingly), the frustration correlated with the mental demand: level 3 is 

perceived to require the highest mental demands and it is the most frustrating. Task difficulty level 

was found to have significant influence on the frustration level (F(2,16)=5.283, p=0.017,). 

 

Statistical analysis indicated significance influence of the interaction between level of task difficulty 

and interface on mental demand (F(4,16)=3.548, p=0.03). 

As can be seen in Figure 37, in the first task, using the touch screen was perceived as having the 

lowest mental demand.  In the second and third task, levels 2 and 3 correspondingly, using the mouse 

was perceived as the lowest mental demand.  The interaction between the difficulty of the task level 

and the interface was found to be significant. 
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Figure 37: The interaction between task difficulty level and t he interface sequence used 

perceived in mental demand 
 

Statistical analysis indicate significance influence between physical demand and the interaction 

between level of task difficulty and interface ( F(4,16)=17.308, p=0.00). 

As can be seen in Figure 38, in the first task the touch screen was perceived as the most physical 

demanding interface, In the second task the teach pendant was perceived as the most demanding and 

in the third task the TS again was the most physical demanding.  
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Figure 38: The interaction of task difficulty level with the i nterface sequence as perceived on physical 

demand 
 

The subjective ”effort” question was: How hard did you have to work to accomplish your level of 

performance.  Statistical analysis indicated significance between the perceived degree of effort and 

the interaction of task level of difficulty and interface (F(4,16)=2.833, p=0.06). 

Figure 39 reveals: 

a) Overall session, experiment 3 was perceived to need the most effort to accomplish the level of 

performance or at least effort level needed as experiment 1, for the interface sequence.  

b) Interface sequence 3, (Mouse � TP � TS) has accumulating perceived effort.    

 

The subjective “frustration” question was: How insecure, discouraged, irritated, stressed and annoyed 

versus secure, content, relaxed did you feel during the task.  Statistical analysis indicates significance 

between the degree of frustration and the interaction of task level of difficulty and interfaces 

(F(4,16)=2.927, p=0.054). 

Figure 40 reveals that: 

a) For interface sequence 1 (TS� M� TP) there is large deviation of the perceived frustration: 

experiment 2 was the least frustrating and experiment 3 was the most frustrating.  Experiment 2 

was perceived having the least mental demand. 

b) All interfaces in experiment 1 made the operator frustrated approximately at the same level.  

that in level1, there is no significance with the interface sequence.   
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Figure 39: The perceived effort needed for the interaction of the task difficulty level and the interface 
sequence . 

 

 

Figure 40: The frustration level as a function of the interact ion between the task difficulty level and the 
interface . 
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Figure 41: The perceived frustration as a function of the task  difficulty level . 
 

The perceived performance was found to be influenced by the interaction of task, interface and 

expertise (F(4,16)=4.054, p=0.019).  

Analyzing the interaction of task difficulty level x interface x expertise (Figure 42, on the following 

page) reveals that in the first task, level 1, while experts felt their performance was the poorest when 

operating the robot though the teach pendant, novice felt so with the mouse.  Experts felt this much 

stronger (average grade of 2 vs. average grade of 5).  In level 2, novice there was no significant 

difference between the interface sequences while the experts felt poor performance using the teach 

pendant.  In task 3, level 3, experts and novice robot users perceived poor performance when 

operating with the touch screen.  This could be explained that at this point they started the most 

difficult task with the perceived most physical demanding interface. 
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                            (a) Novice robot users 

 

                              (b) Expert robot users 
Figure 42: The perceived performance of novice (a) and experts  (b) as a factor of interface and the task 

difficulty level. 
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Statistical analysis indicate significant influence (F(4,16)=3.981, p=0.02) between the perceived 

physical demand and the interaction of task level, gender and  interface sequence.    

We can see in Figure 43: In the first task, males felt more physical demand while using the mouse 

and the touch screen.  Females felt significantly more physical demand when operating the robot 

though a touch screen. In the second task, males felt that the teach pendant required more physical 

demand while females felt that the touch screen and the teach pendant are demanding.   In the third 

task, both genders felt that the touch screen was the most demanding.  It is of importance to notice 

that there is a slight difference in scales between the genders.  The perceived physical demand of 

the interface on females was higher than n males.  
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Figure 43: The perceived physical demand of males (0) and fema les (1) regarding the interface 

sequence and the difficulty of the task level.   
 

 
 

4.3.9 Physiological 

The only physiological measure that was found to be statistically significant was the task difficulty 

level (F(2,10)=4.179, p=0.048).  Subjects became more relaxed /tired as the session progressed, 

Figure 44.  
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Figure 44: The influence of the task on heart rate variability (HR V). 

 

4.4 Summary 

Task difficulty : Overall observation of the session indicates that the second experiment was performed best: 

Improvement after the first experiment is followed by deteriorated performance in the third experiment.   

This behavior is supported by both the objective and subjective measures:  Subjects reported they felt they 

performed better in the second task, level2.  The average time to complete the second task (t=22.099 min, 

std=5.843min) and the average number of errors (e{Task 2}=1.278, stde {Task2}=1.638) supports this feeling.  

During the bridge task, level1, subjects felt their performance was O.K. (not poor not good).  The average task 

completion time was 31.501 min (std=11.576 min) and the average number of errors was 3.833 (stde {Task 

1}=3.092).  During the mirror task, level 3, they felt their performance is the worst, their frustration level was 

the highest and objectively on average took the longest (t=33.357 min, std=9.622) with an average number of 

errors of 2.944 (stde{Task 3}=2.838).   

 

Interface superiority:  Of the three interfaces evaluated, the mouse showed superior performance in the first 

two tasks (which mainly test mechanical aptitude) but performed worst among interfaces for the third 

experiment (which included a significant spatial orientation mental effort).  This was supported by subjects 

stating they felt better using this interface (less mental demand, less frustration, less effort needed and better 

perceived performance).  

The measurement data gave some unexpected results: 

a) Novice performed better than experts. 

b) Apparently anomalous results occurred in learning curves, when results deteriorated rather than improved.   

1 2 3

LEVEL

125

130

135

140

145

150

P
hy

si
ol

og
ic

al
 M

ar
gi

na
l M

ea
ns



 84

 

Repetitions and Learning curves: As the subjects were more experienced with the task, number of cycles 

concluded increased, time to complete the task decreased.   

Best learning curves based on both time and quality performance measures were observed when participants 

began the session with the less familiar interface TS.  If time is the only measure to be observed, TP and TS 

yield similar results.  
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5 Conclusions and future research  
 

5.1 Conclusions 
 

The objective of this study was to evaluate the relative efficiency of three human-robot interfaces 

(Mouse, touch screen or teach pendant) in human–robot systems. In order to evaluate the relative 

merit of these interfaces, performance was measured using a variety of input conditions.  

It was tacitly assumed that the differences between the interfaces would appear as differential 

performance against consistent background results, e.g., it was assumed that expert operators would 

perform better than novices, and that performance would improve with experience in a monotonic 

learning curve. The results were expected to indicate a general, consistent trend, in which the 

differences in the relative merit of each interface would emerge under the various conditions. 

Some results contradict the expected trends, Task level of difficulty was found to be the most 

significant factor that influenced human operator (HO) performance.  Various apparent anomalies 

appear in the findings: in many cases, novices outperform experts, and in certain cases a negative 

learning curve is measured - performance deteriorates as the test progresses.   

Overall results indicate that prior robotic experience has no direct or significant influence on the 

human operators' performance. In addition, it appears that various parameters such as gender, 

computer game experience and age influence the operational efficiency of human-robot systems. 

Tests indicate that: females significantly improved their efficiency and effectiveness during the 

session.  It has been found that, expert robotic systems had higher effectiveness during task 

execution but slightly less efficiency than novice robot operators.  This complies with Goonetilleke 

et al. (2005) novice robot users were still in the first learning phase, where the HO is learning to 

operate the system and fluctuations can be seen. However expert robot users knew that accuracy 

requires time and this is the tradeoff we see.  

 

Possible explanations for the apparent anomalies can be found in the relative contribution of 

additional parameters: operator fatigue that increased over the duration of the test may have been a 

more significant variable than the type of interface. Personal ability and aptitude may explain why 

novices outperformed experts in some instances.  

The sequence of use of the various interfaces appears to have outweighed the type of interface. The 

relative superiority of the different interfaces measured during different experiments (e.g. mouse 

superiority for experiments 1 and 2 and mouse inferiority for experiment 3) may indicate the 

importance of tailoring specific interface types to specific task requirements for best performance.  
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5.2 Future research  
 

The objective of this study was to determine which of the three interfaces is the most effective.  

Results indicate trends of different factors influencing performance.  Further study of this subject 

should therefore attempt to address a wider range of variables with significant impact on the quality 

of performance.  Several variables are to be examined: 

� Number of participants- the study should be repeated with additional participants in order to 

achieve more significant statistical information.  

� Background- subjects participating should have different background to enable generalization. 

� Interfaces- Additional interfaces should be evaluated (e.g. natural interfaces, mobile interfaces). 

� Age– age is a factor influencing learning abilities: learning psychomotor skills is slower for 

older people than for younger ones [Hancock and Bayha, 1992].  It is recommended to 

include participants prior and within employment age to allow in advance planning of the 

work potential operators. 

In light of the results (performance improvement in the second experiment and subjective demands 

indicating that the second task is easier than the first experiment), the direct mode tasks should be re-

evaluated for level of difficulty.   

Control balance of tasks and interface sequence-there is a need to consider conducting a study that 

includes control balance of the tasks and the interfaces to identify the factor influencing on 

performance. 

Robots- this research was conducted using a vertical articulated robot.  Operating a mobile robot with 

thus robot would induce flexibility. 

Task- different types of tasks (i.e. assembly/disassembly), should be implemented in the experiment. 

Time restraint- in this study participants were not given a time restraint to complete the experiment.  

Applying time restraint enhances competition therefore produces motivation.   
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7 Appendices 
 
 
Appendix A  – Sessions procedure  
 
 

In each session the participant will arrive at the CIM lab, sign a written consent.  This will be followed by 

connecting the participant to electrodes that will sample ECG signals.  The physiological baseline will be 

sampled during an arithmetic test that will be followed with ten minutes of rest.  Experiment will begin after 

participant rested.  After concluding the experiment the participant will fill out the NASA-TLX questionnaire.  

Before beginning the next experiment participants are asked to rest for ten minutes.  The second session begins 

after a break of a week and the same procedure is conducted.  The sessions' procedure can be seen in Figure 45. 

Arriving at
CIM lab

Electrodes
connection

Arithmetic
completion

Instructions

10 min. rest

One week
break

Sign a written
consent

10 min. rest

NASA-TLX
questionnaire

Experiment 1

10 min. rest

NASA-TLX
questionnaire

Experiment 3

10 min. rest

NASA-TLX
questionnaire

Experiment 2

 
Figure 45: A session's procedure 

. 
  



Appendix B – NASA-TLX questionnaire
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TLX questionnaire. 

  _______________     : ממשק______________         

  :הניסוי השאלון הבא נתייחס להרגשתך בזמן מטלת

 

______________         .: ז.ת
  

  
השאלון הבא נתייחס להרגשתך בזמן מטלת
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Appendix C - Definitions 

A robot is defined as an automated apparatus or device that performs functions ordinarily ascribed to human 

beings or operates with what appears to be almost human intelligence [Sheridan, 1992].  The robot institute of 

America has defined a robot as a reprogrammable multi-functional manipulator designed to move material, 

parts, tools or specialized devices through variable programmed motions for the performance of a variety of 

tasks. 

Tele-operator is [Sheridan, 1992] a machine that extends a person's sensing and/or manipulating capabilities to 

a location remote from that person.  It includes artificial sensors of the environment, a vehicle for moving these 

in the remote environment and communication channels to and from the human operator.  Teleoperation is 

“operation from a distance” [Geeter et al., 1999].  Tele-operation is composed from the master operated by a 

human operator and from the slave, a manipulator that acts according to the user’s manipulation.  There are two 

methods for tele-operation manipulation: direct manipulation and indirect manipulation.  In direct manipulation 

the operator has a direct view of the slave, the manipulator.  In indirect manipulation the operator does not have 

a direct view of the manipulator and the information needed can be seen on-line through various methods (such 

as PDA). 

Direct operation – allows the operator to view the manipulator.  

Human Indirect operation- does not allow the operator to view the manipulator.  Therefore it involves mental 

efforts due to the limitations of the sensors to provide a complete and accurate view of the reality. 

Learning- learning is defined [Hancock and Bayha, 1992] as the process by which the time or the cost per cycle 

decreases as the number of performed repetitive cycles increases. A learning curve is the phenomenon in which, 

as the number of cycles increases, the time per cycle or the cost per cycle decreases for a large number of 

cycles.  The industrial engineering terminology definition for learning curves [Hodson, 1992] is a plot of 

productive output or unit work times of individual or group as a function of time or output per unit time.  In the 

mathematical world we would define it as [Hancock and Bayha, 1992]:                         

 Y=KX -A   

Y- time per cycle;  
K- time for the first cycle;  
X- number of cycles;  
A- a constant for any given situation determined by the learning rate.  
 

Workload – refers to mental or cognitive workload as well as physical and temporal workload.  In general 

[Adams, 2002], high workload – overload - can lead to reductions in vigilance as the person struggles to 

maintain accuracy and judgment under information and time pressure.  Low workload – underload - can lead to 

an operator under stimulated which may lead to reduced vigilance, mental disengagement and boredom.  Mental 
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workload is defined as [Adams, 2002] a measurable quantity of the information processing demands placed on 

an individual by a task.  This mental capacity may be affected by lack of tasks to complete, stress, lack of sleep, 

environmental conditions, and even missing information. High mental workload may result in the operator 

making incorrect decisions that can lead to disastrous situations.   

Figure 46 shows the extended U shaped function [Hancock and Vasmatzidis, 1998] where the base axis 

conception of stress ranging from extremes of underload (hypostress) to extremes of overload (hyperstress). In 

the middle of this range is an area of minimal stress (the normative zone) that requires no compensation on the 

part of the individual.  Surrounding the normative zone is the comfort zone in which cognitive adjustments to 

task demands are easily enacted, and therefore performance remains close to its best level. As the level of stress 

increases away from this zone, attentional resources are progressively drained.  Initially, the remaining 

resources are efficiently utilized by the individual, with the net result being no performance decrement, and 

occasionally performance enhancement [Easterbrook, 1959]. This behavioral pattern is a reflection of 

psychological adaptability and is observed inside the zone of maximal psychological adaptability. At higher 

stress levels, depletion of attentional resources causes progressive failure of task efficiency.  Finally, extreme 

levels in stressor intensity move the body outside the zone of homeostasis (physiological zone of maximal 

adaptability), toward the region of dynamic instability, in which the life-threatening aspects of stress exposure, 

such as heat stroke in heat stress, are experienced.  Three modes of operation are represented. The first, the flat 

ceiling of the extended U, represents a mode of operation in which dynamic stability predominates. Second, at 

the shoulders of the extended-U, there are regions of transition. Finally, the arms of the extended-U are 

dynamically unstable and in the present circumstances represent incipient failure. Another characteristic of the 

model is its symmetric nature. Using engineering terms, this feature implies that strain increases symmetrically 

with progressive deviation from the central point. The function of this increase in strain is given by the solid 

line and replicates that failure occurs in the geometric form noted above. The strain function is the same for 

both physiological and behavioral degradation, but the parameters of the curves differ, signifying that behavior 

is affected before physiological effects are observed. 

 

 
Figure 46: The maximal adaptability model, extended U shaped function. 
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NASA-TLX : National Aeronautics and Space Administration Task Load Index, [Hart and Staveland, 

1998]. 

SWAT: Subjective Workload Assessment Technique [Reid and Nygren, 1988] 

WP: Workload profile [Tsang and Velazquez, 1996] 

SART: Situational awareness rating technique [Taylor, 1990] 

SAGAT: Situation awareness global assessment technique [Endsley, 1995; Endsley and Kaber, 1999] 

RPE: Perceived Exertion [Borg, 1998] 

SOFI: Swedish Occupational Fatigue Inventory [Åhsberg, 1998] 

SUMI : Software usability measurement inventory [Porteus et al., 1993] 

SUS: System usability scale [Brooke, 1996] 
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Appendix D - Participants groups and interface sequ ence 
 
 

Table 15: Participants groups 
 
 
 

 

 

Participant Expertise Gender Exp I 
Exp 

II 
Exp 
III 

1 Expert M TS M TP 
2 Expert M M TP TS 
3 Expert M TP TS M 
4 Expert M TS M TP 
5 Expert M M TP TS 
6 Expert F TP TS M 
7 Expert F TS M TP 
8 Expert F M TP TS 
9 Expert F TP TS M 

10 Novice M TS M TP 
11 Novice M M TP TS 
12 Novice M TP TS M 
13 Novice M TS M TP 
14 Novice M M TP TS 
15 Novice F TP TS M 
16 Novice F TS M TP 
17 Novice F M TP TS 
18 Novice F TP TS M 
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Appendix E - Standard error of subjective measures 
 
Subjective mental demand 
 
 1. Interface 

Interface Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
1 6.375 .449 5.340 7.410 
2 6.875 .449 5.840 7.910 
3 7.667 .449 6.631 8.702 

 
 2. Expertise 

Expertise Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 6.515 .357 5.691 7.340 
1 7.429 .357 6.605 8.253 

 
 3. Gender 

Gender Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 6.861 .346 6.064 7.658 
1 7.083 .386 6.192 7.974 

 
 4. Expertise * Interface  

Expertise Interface Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 1 5.338 .623 3.901 6.775 

2 6.356 .623 4.920 7.793 
3 7.852 .623 6.415 9.289 

1 1 7.412 .623 5.975 8.849 
2 7.394 .623 5.957 8.830 
3 7.481 .623 6.045 8.918 

 
 5. Gender * Interface 

Gender Interface Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 1 6.417 .518 5.221 7.612 

2 6.333 .733 4.643 8.024 
3 7.833 .518 6.638 9.029 

1 1 6.333 .733 4.643 8.024 
2 7.417 .518 6.221 8.612 
3 7.500 .733 5.809 9.191 

 
 6. Expertise * Gender 

Expertise Gender Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 0 6.349 .482 5.238 7.460 

1 6.682 .540 5.436 7.928 
1 0 7.373 .482 6.262 8.485 

1 7.485 .540 6.239 8.731 
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Subjective physical demand 
 
 1. Interface 

Interface Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
1 4.167 .499 3.016 5.317 
2 2.708 .499 1.558 3.859 
3 5.083 .499 3.933 6.234 

 
 2. Expertise 

Expertise Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 3.441 .397 2.526 4.357 
1 4.531 .397 3.615 5.447 

 
 3. Gender 

Gender Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 3.944 .384 3.059 4.830 
1 4.028 .429 3.038 5.018 

 
 4. Expertise * Interface 

Expertise Interface Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 1 3.866 .692 2.269 5.462 

2 2.120 .692 .524 3.717 
3 4.338 .692 2.742 5.934 

1 1 4.468 .692 2.871 6.064 
2 3.296 .692 1.700 4.893 
3 5.829 .692 4.232 7.425 

 
 5. Gender * Interface 

Gender Interface Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 1 4.167 .576 2.838 5.495 

2 2.333 .815 .455 4.212 
3 5.333 .576 4.005 6.662 

1 1 4.167 .815 2.288 6.045 
2 3.083 .576 1.755 4.412 
3 4.833 .815 2.955 6.712 

 
 6. Expertise * Gender 

Expertise Gender Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 0 3.469 .535 2.234 4.704 

1 3.414 .600 2.029 4.798 
1 0 4.420 .535 3.185 5.655 

1 4.642 .600 3.257 6.026 
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Subjective temporal demand 
 
 1. Interface  

Interface Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
1 6.125 .498 4.978 7.272 
2 5.500 .498 4.353 6.647 
3 5.125 .498 3.978 6.272 

 
 2. Expertise 

Expertise Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 5.358 .396 4.445 6.271 
1 5.809 .396 4.895 6.722 

 
 3. Gender 

Gender Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 5.389 .383 4.506 6.272 
1 5.778 .428 4.790 6.765 

 
 4. Expertise * Interface 

Expertise Interface Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 1 5.616 .690 4.024 7.208 

2 4.954 .690 3.361 6.546 
3 5.505 .690 3.912 7.097 

1 1 6.634 .690 5.042 8.226 
2 6.046 .690 4.454 7.639 
3 4.745 .690 3.153 6.338 

 
 5. Gender * Interface 

Gender Interface Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 1 5.583 .575 4.259 6.908 

2 5.333 .812 3.460 7.207 
3 5.250 .575 3.925 6.575 

1 1 6.667 .812 4.793 8.540 
2 5.667 .575 4.342 6.991 
3 5.000 .812 3.126 6.874 

 
 6. Expertise * Gender   

Expertise Gender Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 0 5.191 .534 3.960 6.423 

1 5.525 .599 4.144 6.906 
1 0 5.586 .534 4.355 6.818 

1 6.031 .599 4.650 7.412 
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Subjective performance 
 
    1. Interface  

Interface Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
1 6.417 .652 4.914 7.919 
2 5.750 .652 4.248 7.252 
3 4.792 .652 3.289 6.294 

 
    2. Expertise   

Expertise Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 5.898 .519 4.702 7.094 
1 5.407 .519 4.211 6.603 

 
    3. Gender   

Gender Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 5.972 .502 4.816 7.129 
1 5.333 .561 4.040 6.626 

 
    4. Expertise * Interface   

Expertise Interface Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 1 6.153 .904 4.068 8.238 

2 6.514 .904 4.429 8.599 
3 5.028 .904 2.943 7.113 

1 1 6.681 .904 4.596 8.766 
2 4.986 .904 2.901 7.071 
3 4.556 .904 2.471 6.641 

 
    5. Gender * Interface   

Gender Interface Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 1 6.500 .752 4.765 8.235 

2 6.167 1.064 3.713 8.620 
3 5.250 .752 3.515 6.985 

1 1 6.333 1.064 3.880 8.787 
2 5.333 .752 3.599 7.068 
3 4.333 1.064 1.880 6.787 

 
    6. Expertise * Gender   

Expertise Gender Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 0 6.009 .699 4.397 7.622 

1 5.787 .784 3.979 7.595 
1 0 5.935 .699 4.322 7.548 

1 4.880 .784 3.071 6.688 
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Subjective effort 
 
    1. Interface  

Interface Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
1 4.833 .639 3.361 6.306 
2 5.500 .639 4.028 6.972 
3 5.958 .639 4.486 7.431 

 
    2. Expertise   

Expertise Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 4.799 .508 3.627 5.972 
1 6.062 .508 4.890 7.234 

 
    3. Gender   

Gender Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 5.583 .492 4.450 6.717 
1 5.278 .550 4.011 6.545 

 
    4. Expertise * Interface   

Expertise Interface Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 1 3.662 .886 1.619 5.705 

2 5.282 .886 3.239 7.326 
3 5.454 .886 3.410 7.497 

1 1 6.005 .886 3.961 8.048 
2 5.718 .886 3.674 7.761 
3 6.463 .886 4.420 8.506 

 
    5. Gender * Interface   

Gender Interface Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 1 5.500 .737 3.800 7.200 

2 5.000 1.043 2.596 7.404 
3 6.250 .737 4.550 7.950 

1 1 4.167 1.043 1.762 6.571 
2 6.000 .737 4.300 7.700 
3 5.667 1.043 3.262 8.071 

 
    6. Expertise * Gender   

Expertise Gender Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 0 4.633 .685 3.052 6.213 

1 4.966 .768 3.194 6.738 
1 0 6.534 .685 4.953 8.114 

1 5.590 .768 3.817 7.362 
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Subjective frustration level 
     
 
            1. Interface  

Interface Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
1 4.292 .934 2.137 6.446 
2 5.000 .934 2.845 7.155 
3 4.833 .934 2.679 6.988 

 
 
 2. Expertise 

Expertise Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 3.738 .744 2.022 5.453 
1 5.679 .744 3.964 7.394 

 
 3. Gender 

Gender Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 4.306 .719 2.647 5.964 
1 5.111 .804 3.257 6.965 

 
 4. Expertise * Interface 

Expertise Interface Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 1 2.824 1.297 -.166 5.814 

2 4.856 1.297 1.866 7.847 
3 3.532 1.297 .542 6.522 

1 1 5.759 1.297 2.769 8.749 
2 5.144 1.297 2.153 8.134 
3 6.134 1.297 3.144 9.124 

 
 5. Gender * Interface 

Gender Interface Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 1 4.583 1.079 2.095 7.071 

2 3.667 1.526 .148 7.185 
3 4.667 1.079 2.179 7.155 

1 1 4.000 1.526 .482 7.518 
2 6.333 1.079 3.845 8.821 
3 5.000 1.526 1.482 8.518 

 
 6. Expertise * Gender 

Expertise Gender Mean Std. Error 

95% Confidence Interval 

Lower Bound Upper Bound 
0 0 3.571 1.003 1.258 5.884 

1 3.904 1.125 1.311 6.497 
1 0 5.040 1.003 2.727 7.353 

1 6.318 1.125 3.725 8.911 
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Appendix F  – Statistical analysis 
 

1. Objective parameters 
 
Efficiency- time to complete experiment 
Mauchly's Test of Sphericity(b) 
 
Measure: MEASURE_1  

Within Subjects Effect Mauchly's W 
Approx. Chi-

Square df Sig. 

Epsilon(a) 

Greenhouse-
Geisser Huynh-Feldt Lower-bound 

LEVEL .000 . 2 . .500 1.000 .500 
TIME .000 . 9 . .250 . .250 
LEVEL * TIME .000 . 35 . .125 1.000 .125 

Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is proportional to an 
identity matrix. 
a  May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the Tests of Within-
Subjects Effects table. 
b  Design: Intercept+Interface+Game+Expertise+Gender+Interface * Game+Interface * Expertise+Game * Expertise+Interface * Game * 
Expertise+Interface * Gender+Game * Gender+Interface * Game * Gender+Expertise * Gender+Interface * Expertise * Gender+Game * 
Expertise * Gender+Interface * Game * Expertise * Gender  Within Subjects Design: LEVEL+TIME+LEVEL*TIME 

 
 
Tests of Within-Subjects Effects 

Source   
Type III Sum 
of Squares df Mean Square F Sig. 

LEVEL Sphericity Assumed 199.080 2 99.540 31.803 .030 
Greenhouse-Geisser 199.080 1.000 199.080 31.803 .112 
Huynh-Feldt 199.080 2.000 99.540 31.803 .030 
Lower-bound 199.080 1.000 199.080 31.803 .112 

LEVEL * Interface Sphericity Assumed 165.875 4 41.469 13.249 .071 
Greenhouse-Geisser 165.875 2.000 82.937 13.249 .191 
Huynh-Feldt 165.875 4.000 41.469 13.249 .071 
Lower-bound 165.875 2.000 82.937 13.249 .191 

LEVEL * Game Sphericity Assumed 49.945 4 12.486 3.989 .210 
Greenhouse-Geisser 49.945 2.000 24.972 3.989 .334 
Huynh-Feldt 49.945 4.000 12.486 3.989 .210 
Lower-bound 49.945 2.000 24.972 3.989 .334 

LEVEL * Expertise Sphericity Assumed 7.097 2 3.548 1.134 .469 
Greenhouse-Geisser 7.097 1.000 7.097 1.134 .480 
Huynh-Feldt 7.097 2.000 3.548 1.134 .469 
Lower-bound 7.097 1.000 7.097 1.134 .480 

LEVEL * Gender Sphericity Assumed 29.186 2 14.593 4.663 .177 
Greenhouse-Geisser 29.186 1.000 29.186 4.663 .276 
Huynh-Feldt 29.186 2.000 14.593 4.663 .177 
Lower-bound 29.186 1.000 29.186 4.663 .276 

LEVEL * Interface  *  
Expertise 

Sphericity Assumed 120.938 4 30.235 9.660 .096 
Greenhouse-Geisser 120.938 2.000 60.469 9.660 .222 
Huynh-Feldt 120.938 4.000 30.235 9.660 .096 
Lower-bound 120.938 2.000 60.469 9.660 .222 

LEVEL * Interface  *  
Gender 

Sphericity Assumed 1.309 2 .654 .209 .827 
Greenhouse-Geisser 1.309 1.000 1.309 .209 .727 
Huynh-Feldt 1.309 2.000 .654 .209 .827 
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Lower-bound 1.309 1.000 1.309 .209 .727 
LEVEL * Expertise  *  
Gender 

Sphericity Assumed 51.865 2 25.933 8.286 .108 
Greenhouse-Geisser 51.865 1.000 51.865 8.286 .213 
Huynh-Feldt 51.865 2.000 25.933 8.286 .108 
Lower-bound 51.865 1.000 51.865 8.286 .213 

Error(LEVEL) Sphericity Assumed 6.260 2 3.130     
Greenhouse-Geisser 6.260 1.000 6.260     
Huynh-Feldt 6.260 2.000 3.130     
Lower-bound 6.260 1.000 6.260     

TIME Sphericity Assumed 1215.953 4 303.988 29.581 .003 
Greenhouse-Geisser 1215.953 1.000 1215.953 29.581 .116 
Huynh-Feldt 1215.953 . . . . 
Lower-bound 1215.953 1.000 1215.953 29.581 .116 

TIME * Interface Sphericity Assumed 148.663 8 18.583 1.808 .297 
Greenhouse-Geisser 148.663 2.000 74.332 1.808 .465 
Huynh-Feldt 148.663 . . . . 
Lower-bound 148.663 2.000 74.332 1.808 .465 

TIME * Game Sphericity Assumed 65.060 8 8.133 .791 .641 
Greenhouse-Geisser 65.060 2.000 32.530 .791 .622 
Huynh-Feldt 65.060 . . . . 
Lower-bound 65.060 2.000 32.530 .791 .622 

TIME * Expertise Sphericity Assumed 18.767 4 4.692 .457 .767 
Greenhouse-Geisser 18.767 1.000 18.767 .457 .622 
Huynh-Feldt 18.767 . . . . 
Lower-bound 18.767 1.000 18.767 .457 .622 

TIME * Gender Sphericity Assumed 105.471 4 26.368 2.566 .192 
Greenhouse-Geisser 105.471 1.000 105.471 2.566 .355 
Huynh-Feldt 105.471 . . . . 
Lower-bound 105.471 1.000 105.471 2.566 .355 

TIME * Interface  *  
Expertise 

Sphericity Assumed 11.709 8 1.464 .142 .990 
Greenhouse-Geisser 11.709 2.000 5.854 .142 .882 
Huynh-Feldt 11.709 . . . . 
Lower-bound 11.709 2.000 5.854 .142 .882 

TIME * Interface  *  
Gender 

Sphericity Assumed 71.230 4 17.807 1.733 .304 
Greenhouse-Geisser 71.230 1.000 71.230 1.733 .414 
Huynh-Feldt 71.230 . . . . 
Lower-bound 71.230 1.000 71.230 1.733 .414 

TIME * Expertise  *  
Gender 

Sphericity Assumed 21.383 4 5.346 .520 .729 
Greenhouse-Geisser 21.383 1.000 21.383 .520 .602 
Huynh-Feldt 21.383 . . . . 
Lower-bound 21.383 1.000 21.383 .520 .602 

Error(TIME) Sphericity Assumed 41.106 4 10.277     
Greenhouse-Geisser 41.106 1.000 41.106     
Huynh-Feldt 41.106 . .     
Lower-bound 41.106 1.000 41.106     

LEVEL * TIME Sphericity Assumed 76.209 8 9.526 3.486 .048 
Greenhouse-Geisser 76.209 1.000 76.209 3.486 .313 
Huynh-Feldt 76.209 8.000 9.526 3.486 .048 
Lower-bound 76.209 1.000 76.209 3.486 .313 

LEVEL * TIME * Interface Sphericity Assumed 160.913 16 10.057 3.681 .034 
Greenhouse-Geisser 160.913 2.000 80.456 3.681 .346 
Huynh-Feldt 160.913 16.000 10.057 3.681 .034 
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Lower-bound 160.913 2.000 80.456 3.681 .346 
LEVEL * TIME * Game Sphericity Assumed 76.771 16 4.798 1.756 .212 

Greenhouse-Geisser 76.771 2.000 38.385 1.756 .471 
Huynh-Feldt 76.771 16.000 4.798 1.756 .212 
Lower-bound 76.771 2.000 38.385 1.756 .471 

LEVEL * TIME * 
Expertise 

Sphericity Assumed 51.670 8 6.459 2.364 .123 
Greenhouse-Geisser 51.670 1.000 51.670 2.364 .367 
Huynh-Feldt 51.670 8.000 6.459 2.364 .123 
Lower-bound 51.670 1.000 51.670 2.364 .367 

LEVEL * TIME * Gender Sphericity Assumed 102.486 8 12.811 4.689 .021 
Greenhouse-Geisser 102.486 1.000 102.486 4.689 .275 
Huynh-Feldt 102.486 8.000 12.811 4.689 .021 
Lower-bound 102.486 1.000 102.486 4.689 .275 

LEVEL * TIME * Interface  
*  Expertise 

Sphericity Assumed 193.517 16 12.095 4.427 .019 
Greenhouse-Geisser 193.517 2.000 96.759 4.427 .319 
Huynh-Feldt 193.517 16.000 12.095 4.427 .019 
Lower-bound 193.517 2.000 96.759 4.427 .319 

LEVEL * TIME * Interface  
*  Gender 

Sphericity Assumed 31.608 8 3.951 1.446 .307 
Greenhouse-Geisser 31.608 1.000 31.608 1.446 .442 
Huynh-Feldt 31.608 8.000 3.951 1.446 .307 
Lower-bound 31.608 1.000 31.608 1.446 .442 

LEVEL * TIME * 
Expertise  *  Gender 

Sphericity Assumed 12.405 8 1.551 .568 .780 
Greenhouse-Geisser 12.405 1.000 12.405 .568 .589 
Huynh-Feldt 12.405 8.000 1.551 .568 .780 
Lower-bound 12.405 1.000 12.405 .568 .589 

Error(LEVEL*TIME) Sphericity Assumed 21.859 8 2.732     
Greenhouse-Geisser 21.859 1.000 21.859     
Huynh-Feldt 21.859 8.000 2.732     
Lower-bound 21.859 1.000 21.859     

 
 
 Tests of Between-Subjects Effects 
 
Measure: MEASURE_1  
Transformed Variable: Average  

 

Source 
Type III Sum 
of Squares df Mean Square F Sig. 

Intercept 6824.197 1 6824.197 1858.340 .015 
Interface 29.159 2 14.579 3.970 .334 
Game 59.220 2 29.610 8.063 .242 
Expertise 11.627 1 11.627 3.166 .326 
Gender 39.605 1 39.605 10.785 .188 
Interface * Game .000 0 . . . 
Interface * Expertise 25.362 2 12.681 3.453 .356 
Game * Expertise .000 0 . . . 
Interface * Game * 
Expertise .000 0 . . . 

Interface * Gender 6.254 1 6.254 1.703 .416 
Game * Gender .000 0 . . . 
Interface * Game * 
Gender .000 0 . . . 

Expertise * Gender 5.629 1 5.629 1.533 .433 
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Interface * Expertise * 
Gender .000 0 . . . 

Game * Expertise * 
Gender .000 0 . . . 

Interface * Game * 
Expertise * Gender .000 0 . . . 

Error 3.672 1 3.672     

 
Effectiveness 

Y1 indicates 0/1 to be 0 errors and 2 becomes 1 (did not reach target) 

Y2 indicates that 0 is no errors and 1/2 becomes 1 (did not reach target) 

The r-language was used with Dohoo's model that combines logistic regression and random intercept and 

Brostrüm procedure for the r-language. 

 
P-value Upper limit Lower limit (OR) SE Coef Variable 

Y1  
AIC=197 

0.918 10.65285573 0.072119703 0.876516 1.2743 -0.1318   
0.883 6.864066154 0.10659699 0.855388 1.0625 -0.1562 interface2  
0.303 2.870344335 0.033653709 0.310802 1.1342 -1.1686 interface3  
0.448 3.426680472 0.061593927 0.459416 1.0252 -0.7778 game1 
0.503 7.946694055 0.014652329 0.34123 1.6061 -1.0752 game2 
0.784 4.628588676 0.13135496 0.779736 0.9087 -0.2488 expr1 
0.394 2.836934308 0.070684851 0.447804 0.9419 -0.8034 gender1 

0.00223 0.498749158 0.041579501 0.144006 0.6338 -1.9379 koshi2 
0.365 1.622590587 0.267985072 0.659416 0.4594 -0.4164 koshi3 
0.761 2.74507391 0.25142564 0.830772 0.6098 -0.1854 run2 
0.761 2.74452495 0.25137536 0.830606 0.6098 -0.1856 run3 
0.345 1.926035991 0.153130619 0.543079 0.6459 -0.6105 run4 

0.0496 0.997199928 0.048248237 0.219347 0.7726 -1.5171 run5 
0.038 216.8227067 1.166164315 15.90129 1.333 2.7664   

Y2_1 
AIC=299.1 

0.898 9.091282615 0.144205488 1.144995 1.0571 0.1354 interface2  
0.593 4.747869542 0.065526804 0.557775 1.0926 -0.5838 interface3  
0.805 5.774016853 0.104562741 0.777012 1.0233 -0.2523 game1 
0.269 3.771406467 0.008620191 0.180306 1.5513 -1.7131 game2 
0.154 1.587778707 0.053144748 0.290486 0.8666 -1.2362 expr1 
0.673 4.065805995 0.113811467 0.680247 0.9122 -0.3853 gender1 

2.99E-
08 0.206383333 0.036707287 0.087039 0.4405 -2.4414 koshi2 

0.0268 0.906344321 0.199675047 0.425411 0.3859 -0.8547 koshi3 
0.137 1.270878 0.173963808 0.470199 0.5073 -0.7546 run2 

0.00395 0.617860855 0.079746055 0.221973 0.5223 -1.5052 run3 
0.0019 0.547355926 0.069519777 0.195069 0.5264 -1.6344 run4 
0.0019 0.547355926 0.069519777 0.195069 0.5264 -1.6344 run5 
0.012 14.54506848 1.39145227 4.498752 0.5987 1.5038   

Y2_2 
AIC=290.3 

2.75E-
08 0.205668013 0.036680573 0.086856 0.4398 -2.4435 koshi2 

0.0269 0.907287409 0.200667895 0.426689 0.3849 -0.8517 koshi3 
0.137 1.271564459 0.17474142 0.471376 0.5063 -0.7521 run2 

0.00394 0.618320715 0.080150273 0.222618 0.5212 -1.5023 run3 
0.0019 0.547708537 0.069865173 0.195616 0.5253 -1.6316 run4 
0.0019 0.547708537 0.069865173 0.195616 0.5253 -1.6316 run5 
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2. Subjective parameters 
Question 1: mental demand 
 

Mauchly's Test of Sphericity(b) 

     Within Subjects 
Effect 

Mauchly's 
W 

Approx. Chi-
Square df Sig. 

Epsilon(a) 

Greenhous
e-Geisser Huynh-Feldt Lower-bound 

LEVEL .631 3.226 2 .199 .730 1.000 .500 
Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is proportional to an 
identity matrix. 
a  May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the Tests of Within-
Subjects Effects table. 
b  Design: Intercept+Interface+Expertise+Gender+Interface * Expertise+Interface * Gender+Expertise * Gender  Within Subjects Design: 
LEVEL 

 
Tests of Within-Subjects Effects 

Source   
Type III Sum 
of Squares df Mean Square F Sig. 

LEVEL Sphericity Assumed 22.463 2 11.231 12.176 .001 
Greenhouse-Geisser 22.463 1.461 15.379 12.176 .002 
Huynh-Feldt 22.463 2.000 11.231 12.176 .001 
Lower-bound 22.463 1.000 22.463 12.176 .008 

LEVEL * Interface Sphericity Assumed 13.093 4 3.273 3.548 .030 
Greenhouse-Geisser 13.093 2.921 4.482 3.548 .050 
Huynh-Feldt 13.093 4.000 3.273 3.548 .030 
Lower-bound 13.093 2.000 6.546 3.548 .079 

LEVEL * Expertise Sphericity Assumed .900 2 .450 .488 .623 
Greenhouse-Geisser .900 1.461 .616 .488 .569 
Huynh-Feldt .900 2.000 .450 .488 .623 
Lower-bound .900 1.000 .900 .488 .505 

LEVEL * Gender Sphericity Assumed .574 2 .287 .311 .737 
Greenhouse-Geisser .574 1.461 .393 .311 .672 
Huynh-Feldt .574 2.000 .287 .311 .737 
Lower-bound .574 1.000 .574 .311 .592 

LEVEL * Interface  *  
Expertise 

Sphericity Assumed 1.857 4 .464 .503 .734 
Greenhouse-Geisser 1.857 2.921 .636 .503 .683 
Huynh-Feldt 1.857 4.000 .464 .503 .734 
Lower-bound 1.857 2.000 .929 .503 .622 

LEVEL * Interface  *  
Gender 

Sphericity Assumed 2.093 4 .523 .567 .690 
Greenhouse-Geisser 2.093 2.921 .716 .567 .643 
Huynh-Feldt 2.093 4.000 .523 .567 .690 
Lower-bound 2.093 2.000 1.046 .567 .588 

LEVEL * Expertise  *  
Gender 

Sphericity Assumed .130 2 .065 .070 .932 
Greenhouse-Geisser .130 1.461 .089 .070 .880 
Huynh-Feldt .130 2.000 .065 .070 .932 
Lower-bound .130 1.000 .130 .070 .798 

Error(LEVEL) Sphericity Assumed 14.759 16 .922     
Greenhouse-Geisser 14.759 11.685 1.263     
Huynh-Feldt 14.759 16.000 .922     
Lower-bound 14.759 8.000 1.845     
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Tests of Between-Subjects Effects 
 

Source 
Type III Sum 
of Squares df Mean Square F Sig. 

Intercept 2333.370 1 2333.370 723.630 .000 
Interface 13.574 2 6.787 2.105 .184 
Expertise 11.113 1 11.113 3.446 .100 
Gender .593 1 .593 .184 .679 
Interface * Expertise 13.537 2 6.769 2.099 .185 
Interface * Gender 4.574 2 2.287 .709 .521 
Expertise * Gender .148 1 .148 .046 .836 
Error 25.796 8 3.225     

 
 
 
 
Question 2: physical demand 
 
Mauchly's Test of Sphericity(b) 

Within Subjects 
Effect 

Mauchly's 
W 

Approx. Chi-
Square df Sig. 

Epsilon(a) 

Greenhous
e-Geisser 

Huynh-
Feldt Lower-bound 

LEVEL .433 5.857 2 .053 .638 1.000 .500 

Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is 
proportional to an identity matrix. 
a  May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the 
Tests of Within-Subjects Effects table. 
b  Design: Intercept+Interface+Expertise+Gender+Interface * Expertise+Interface * Gender+Expertise * Gender  Within 
Subjects Design: LEVEL 
 
Tests of Within-Subjects Effects  

Source   
Type III Sum 
of Squares df Mean Square F Sig. 

LEVEL Sphericity Assumed 28.741 2 14.370 30.063 .000 
Greenhouse-Geisser 28.741 1.276 22.516 30.063 .000 
Huynh-Feldt 28.741 2.000 14.370 30.063 .000 
Lower-bound 28.741 1.000 28.741 30.063 .001 

LEVEL * Interface Sphericity Assumed 33.093 4 8.273 17.308 .000 
Greenhouse-Geisser 33.093 2.553 12.963 17.308 .000 
Huynh-Feldt 33.093 4.000 8.273 17.308 .000 
Lower-bound 33.093 2.000 16.546 17.308 .001 

LEVEL * Expertise Sphericity Assumed 3.027 2 1.513 3.166 .069 
Greenhouse-Geisser 3.027 1.276 2.371 3.166 .099 
Huynh-Feldt 3.027 2.000 1.513 3.166 .069 
Lower-bound 3.027 1.000 3.027 3.166 .113 

LEVEL * Gender Sphericity Assumed 2.889 2 1.444 3.022 .077 
Greenhouse-Geisser 2.889 1.276 2.263 3.022 .107 
Huynh-Feldt 2.889 2.000 1.444 3.022 .077 
Lower-bound 2.889 1.000 2.889 3.022 .120 

LEVEL * Interface  *  
Expertise 

Sphericity Assumed 2.702 4 .675 1.413 .275 
Greenhouse-Geisser 2.702 2.553 1.058 1.413 .292 
Huynh-Feldt 2.702 4.000 .675 1.413 .275 
Lower-bound 2.702 2.000 1.351 1.413 .298 

LEVEL * Interface  *  Sphericity Assumed 7.611 4 1.903 3.981 .020 
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Tests of Between-Subjects Effects 
Transformed Variable: Average  

Source 
Type III Sum 
of Squares df Mean Square F Sig. 

Intercept 762.676 1 762.676 191.556 .000 
Interface 45.907 2 22.954 5.765 .028 
Expertise 15.805 1 15.805 3.970 .081 
Gender .083 1 .083 .021 .889 
Interface * Expertise 1.823 2 .912 .229 .800 
Interface * Gender 3.167 2 1.583 .398 .684 
Expertise * Gender .231 1 .231 .058 .816 
Error 31.852 8 3.981     

 
 
Question 3: temporal demand 
 
Mauchly's Test of Sphericity(b) 

Within Subjects 
Effect 

Mauchly's 
W 

Approx. Chi-
Square df Sig. 

Epsilon(a) 

Greenhous
e-Geisser Huynh-Feldt Lower-bound 

LEVEL .650 3.020 2 .221 .741 1.000 .500 

Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is 
proportional to an identity matrix. 
a  May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the 
Tests of Within-Subjects Effects table. 
b  Design: Intercept+Interface+Expertise+Gender+Interface * Expertise+Interface * Gender+Expertise * Gender  Within 
Subjects Design: LEVEL 
 
  
Tests of Within-Subjects Effects 

Source   
Type III Sum 
of Squares df Mean Square F Sig. 

LEVEL Sphericity Assumed 3.167 2 1.583 .904 .425 
Greenhouse-Geisser 3.167 1.481 2.138 .904 .402 
Huynh-Feldt 3.167 2.000 1.583 .904 .425 
Lower-bound 3.167 1.000 3.167 .904 .370 

LEVEL * Interface Sphericity Assumed 4.333 4 1.083 .618 .656 
Greenhouse-Geisser 4.333 2.962 1.463 .618 .615 
Huynh-Feldt 4.333 4.000 1.083 .618 .656 
Lower-bound 4.333 2.000 2.167 .618 .563 

LEVEL * Expertise Sphericity Assumed 5.702 2 2.851 1.627 .227 

Gender Greenhouse-Geisser 7.611 2.553 2.981 3.981 .045 
Huynh-Feldt 7.611 4.000 1.903 3.981 .020 
Lower-bound 7.611 2.000 3.806 3.981 .063 

LEVEL * Expertise  *  
Gender 

Sphericity Assumed 7.185 2 3.593 7.516 .005 
Greenhouse-Geisser 7.185 1.276 5.629 7.516 .016 
Huynh-Feldt 7.185 2.000 3.593 7.516 .005 
Lower-bound 7.185 1.000 7.185 7.516 .025 

Error(LEVEL) Sphericity Assumed 7.648 16 .478     
Greenhouse-Geisser 7.648 10.212 .749     
Huynh-Feldt 7.648 16.000 .478     
Lower-bound 7.648 8.000 .956     
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Greenhouse-Geisser 5.702 1.481 3.850 1.627 .235 
Huynh-Feldt 5.702 2.000 2.851 1.627 .227 
Lower-bound 5.702 1.000 5.702 1.627 .238 

LEVEL * Gender Sphericity Assumed 1.352 2 .676 .386 .686 
Greenhouse-Geisser 1.352 1.481 .913 .386 .627 
Huynh-Feldt 1.352 2.000 .676 .386 .686 
Lower-bound 1.352 1.000 1.352 .386 .552 

LEVEL * Interface  *  
Expertise 

Sphericity Assumed 5.613 4 1.403 .801 .542 
Greenhouse-Geisser 5.613 2.962 1.895 .801 .516 
Huynh-Feldt 5.613 4.000 1.403 .801 .542 
Lower-bound 5.613 2.000 2.806 .801 .482 

LEVEL * Interface  *  
Gender 

Sphericity Assumed 11.259 4 2.815 1.606 .221 
Greenhouse-Geisser 11.259 2.962 3.801 1.606 .240 
Huynh-Feldt 11.259 4.000 2.815 1.606 .221 
Lower-bound 11.259 2.000 5.630 1.606 .259 

LEVEL * Expertise  *  
Gender 

Sphericity Assumed 5.574 2 2.787 1.590 .234 
Greenhouse-Geisser 5.574 1.481 3.764 1.590 .241 
Huynh-Feldt 5.574 2.000 2.787 1.590 .234 
Lower-bound 5.574 1.000 5.574 1.590 .243 

Error(LEVEL) Sphericity Assumed 28.037 16 1.752     
Greenhouse-Geisser 28.037 11.848 2.366     
Huynh-Feldt 28.037 16.000 1.752     
Lower-bound 28.037 8.000 3.505     

 
 
 
Tests of Between-Subjects Effects 
Transformed Variable: Average  

Source 
Type III Sum 
of Squares df Mean Square F Sig. 

Intercept 1496.333 1 1496.333 377.800 .000 
Interface 8.167 2 4.083 1.031 .400 
Expertise 2.704 1 2.704 .683 .433 
Gender 1.815 1 1.815 .458 .518 
Interface * Expertise 9.615 2 4.807 1.214 .346 
Interface * Gender 3.574 2 1.787 .451 .652 
Expertise * Gender .037 1 .037 .009 .925 
Error 31.685 8 3.961     

 
Question 4: performance 
 
Mauchly's Test of Sphericity(b) 

Within Subjects 
Effect 

Mauchly's 
W 

Approx. 
Chi-Square df Sig. 

Epsilon(a) 

Greenhous
e-Geisser 

Huynh-
Feldt 

Lower-
bound 

LEVEL .599 3.582 2 .167 .714 1.000 .500 

Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is 
proportional to an identity matrix. 
a  May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the 
Tests of Within-Subjects Effects table. 
b  Design: Intercept+Interface+Expertise+Gender+Interface * Expertise+Interface * Gender+Expertise * Gender  Within 
Subjects Design: LEVEL 
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Tests of Within-Subjects Effects 

Source   
Type III Sum 
of Squares df Mean Square F Sig. 

LEVEL Sphericity Assumed 46.741 2 23.370 11.767 .001 
Greenhouse-Geisser 46.741 1.428 32.731 11.767 .003 
Huynh-Feldt 46.741 2.000 23.370 11.767 .001 
Lower-bound 46.741 1.000 46.741 11.767 .009 

LEVEL * Interface Sphericity Assumed 15.037 4 3.759 1.893 .161 
Greenhouse-Geisser 15.037 2.856 5.265 1.893 .188 
Huynh-Feldt 15.037 4.000 3.759 1.893 .161 
Lower-bound 15.037 2.000 7.519 1.893 .212 

LEVEL * Expertise Sphericity Assumed 7.145 2 3.572 1.799 .197 
Greenhouse-Geisser 7.145 1.428 5.003 1.799 .210 
Huynh-Feldt 7.145 2.000 3.572 1.799 .197 
Lower-bound 7.145 1.000 7.145 1.799 .217 

LEVEL * Gender Sphericity Assumed 2.296 2 1.148 .578 .572 
Greenhouse-Geisser 2.296 1.428 1.608 .578 .521 
Huynh-Feldt 2.296 2.000 1.148 .578 .572 
Lower-bound 2.296 1.000 2.296 .578 .469 

LEVEL * Interface  *  
Expertise 

Sphericity Assumed 32.206 4 8.051 4.054 .019 
Greenhouse-Geisser 32.206 2.856 11.276 4.054 .036 
Huynh-Feldt 32.206 4.000 8.051 4.054 .019 
Lower-bound 32.206 2.000 16.103 4.054 .061 

LEVEL * Interface  *  
Gender 

Sphericity Assumed 5.037 4 1.259 .634 .646 
Greenhouse-Geisser 5.037 2.856 1.764 .634 .601 
Huynh-Feldt 5.037 4.000 1.259 .634 .646 
Lower-bound 5.037 2.000 2.519 .634 .555 

LEVEL * Expertise  *  
Gender 

Sphericity Assumed 6.889 2 3.444 1.734 .208 
Greenhouse-Geisser 6.889 1.428 4.824 1.734 .219 
Huynh-Feldt 6.889 2.000 3.444 1.734 .208 
Lower-bound 6.889 1.000 6.889 1.734 .224 

Error(LEVEL) Sphericity Assumed 31.778 16 1.986     
Greenhouse-Geisser 31.778 11.424 2.782     
Huynh-Feldt 31.778 16.000 1.986     
Lower-bound 31.778 8.000 3.972     

 
 
 Tests of Between-Subjects Effects 
Transformed Variable: Average  

Source 
Type III Sum 
of Squares df Mean Square F Sig. 

Intercept 1533.787 1 1533.787 225.834 .000 
Interface 21.352 2 10.676 1.572 .266 
Expertise 3.207 1 3.207 .472 .511 
Gender 4.898 1 4.898 .721 .420 
Interface * Expertise 8.783 2 4.392 .647 .549 
Interface * Gender 1.352 2 .676 .100 .906 
Expertise * Gender 2.083 1 2.083 .307 .595 
Error 54.333 8 6.792     

 
 
Question 5: effort 
Mauchly's Test of Sphericity(b) 
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Measure: MEASURE_1  

Within Subjects 
Effect 

Mauchly's 
W 

Approx. 
Chi-Square df Sig. 

Epsilon(a) 

Greenhous
e-Geisser 

Huynh-
Feldt 

Lower-
bound 

LEVEL .710 2.397 2 .302 .775 1.000 .500 

Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is 
proportional to an identity matrix. 
a  May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the 
Tests of Within-Subjects Effects table. 
b  Design: Intercept+Interface+Expertise+Gender+Interface * Expertise+Interface * Gender+Expertise * Gender  Within 
Subjects Design: LEVEL 
 
 
 Tests of Within-Subjects Effects 

Source   
Type III Sum 
of Squares df Mean Square F Sig. 

LEVEL Sphericity Assumed 25.019 2 12.509 12.226 .001 
Greenhouse-Geisser 25.019 1.550 16.137 12.226 .002 
Huynh-Feldt 25.019 2.000 12.509 12.226 .001 
Lower-bound 25.019 1.000 25.019 12.226 .008 

LEVEL * Interface Sphericity Assumed 11.593 4 2.898 2.833 .060 
Greenhouse-Geisser 11.593 3.101 3.739 2.833 .080 
Huynh-Feldt 11.593 4.000 2.898 2.833 .060 
Lower-bound 11.593 2.000 5.796 2.833 .117 

LEVEL * Expertise Sphericity Assumed 2.276 2 1.138 1.112 .353 
Greenhouse-Geisser 2.276 1.550 1.468 1.112 .344 
Huynh-Feldt 2.276 2.000 1.138 1.112 .353 
Lower-bound 2.276 1.000 2.276 1.112 .322 

LEVEL * Gender Sphericity Assumed 1.463 2 .731 .715 .504 
Greenhouse-Geisser 1.463 1.550 .944 .715 .474 
Huynh-Feldt 1.463 2.000 .731 .715 .504 
Lower-bound 1.463 1.000 1.463 .715 .422 

LEVEL * Interface  *  
Expertise 

Sphericity Assumed 10.863 4 2.716 2.654 .071 
Greenhouse-Geisser 10.863 3.101 3.503 2.654 .093 
Huynh-Feldt 10.863 4.000 2.716 2.654 .071 
Lower-bound 10.863 2.000 5.431 2.654 .131 

LEVEL * Interface  *  
Gender 

Sphericity Assumed 2.481 4 .620 .606 .664 
Greenhouse-Geisser 2.481 3.101 .800 .606 .628 
Huynh-Feldt 2.481 4.000 .620 .606 .664 
Lower-bound 2.481 2.000 1.241 .606 .569 

LEVEL * Expertise  *  
Gender 

Sphericity Assumed 2.796 2 1.398 1.367 .283 
Greenhouse-Geisser 2.796 1.550 1.804 1.367 .283 
Huynh-Feldt 2.796 2.000 1.398 1.367 .283 
Lower-bound 2.796 1.000 2.796 1.367 .276 

Error(LEVEL) Sphericity Assumed 16.370 16 1.023     
Greenhouse-Geisser 16.370 12.403 1.320     
Huynh-Feldt 16.370 16.000 1.023     
Lower-bound 16.370 8.000 2.046     

 
 
 Tests of Between-Subjects Effects 
Transformed Variable: Average  
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Source 
Type III Sum 
of Squares df Mean Square F Sig. 

Intercept 1415.565 1 1415.565 217.006 .000 
Interface 10.241 2 5.120 .785 .488 
Expertise 21.218 1 21.218 3.253 .109 
Gender 1.120 1 1.120 .172 .689 
Interface * Expertise 8.156 2 4.078 .625 .559 
Interface * Gender 11.352 2 5.676 .870 .455 
Expertise * Gender 4.898 1 4.898 .751 .411 
Error 52.185 8 6.523     

 
 
 
 
 
Question 6: frustration level 
Mauchly's Test of Sphericity(b) 
 
Measure: MEASURE_1  

Within Subjects 
Effect 

Mauchly's 
W 

Approx. 
Chi-Square df Sig. 

Epsilon(a) 

Greenhous
e-Geisser 

Huynh-
Feldt 

Lower-
bound 

LEVEL .663 2.876 2 .237 .748 1.000 .500 

Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is 
proportional to an identity matrix. 
a  May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the 
Tests of Within-Subjects Effects table. 
b  Design: Intercept+Interface+Expertise+Gender+Interface * Expertise+Interface * Gender+Expertise * Gender  Within 
Subjects Design: LEVEL 
 
 
 Tests of Between-Subjects Effects 
Transformed Variable: Average  

Source 
Type III Sum 
of Squares df Mean Square F Sig. 

Intercept 1064.083 1 1064.083 76.182 .000 
Interface 4.389 2 2.194 .157 .857 
Expertise 50.183 1 50.183 3.593 .095 
Gender 7.787 1 7.787 .558 .477 
Interface * Expertise 16.876 2 8.438 .604 .570 
Interface * Gender 22.463 2 11.231 .804 .481 
Expertise * Gender 2.676 1 2.676 .192 .673 
Error 111.741 8 13.968     
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Tests of Within-Subjects Effects 

Source   
Type III Sum 
of Squares df Mean Square F Sig. 

LEVEL Sphericity Assumed 20.056 2 10.028 5.283 .017 
Greenhouse-Geisser 20.056 1.496 13.406 5.283 .030 
Huynh-Feldt 20.056 2.000 10.028 5.283 .017 
Lower-bound 20.056 1.000 20.056 5.283 .051 

LEVEL * Interface Sphericity Assumed 22.222 4 5.556 2.927 .054 
Greenhouse-Geisser 22.222 2.992 7.427 2.927 .077 
Huynh-Feldt 22.222 4.000 5.556 2.927 .054 
Lower-bound 22.222 2.000 11.111 2.927 .111 

LEVEL * Expertise Sphericity Assumed 3.586 2 1.793 .945 .409 
Greenhouse-Geisser 3.586 1.496 2.397 .945 .390 
Huynh-Feldt 3.586 2.000 1.793 .945 .409 
Lower-bound 3.586 1.000 3.586 .945 .360 

LEVEL * Gender Sphericity Assumed 2.019 2 1.009 .532 .598 
Greenhouse-Geisser 2.019 1.496 1.349 .532 .550 
Huynh-Feldt 2.019 2.000 1.009 .532 .598 
Lower-bound 2.019 1.000 2.019 .532 .487 

LEVEL * Interface  *  
Expertise 

Sphericity Assumed 12.663 4 3.166 1.668 .206 
Greenhouse-Geisser 12.663 2.992 4.232 1.668 .227 
Huynh-Feldt 12.663 4.000 3.166 1.668 .206 
Lower-bound 12.663 2.000 6.331 1.668 .248 

LEVEL * Interface  *  
Gender 

Sphericity Assumed 5.148 4 1.287 .678 .617 
Greenhouse-Geisser 5.148 2.992 1.721 .678 .582 
Huynh-Feldt 5.148 4.000 1.287 .678 .617 
Lower-bound 5.148 2.000 2.574 .678 .535 

LEVEL * Expertise  *  
Gender 

Sphericity Assumed 1.796 2 .898 .473 .631 
Greenhouse-Geisser 1.796 1.496 1.201 .473 .580 
Huynh-Feldt 1.796 2.000 .898 .473 .631 
Lower-bound 1.796 1.000 1.796 .473 .511 

Error(LEVEL) Sphericity Assumed 30.370 16 1.898     
Greenhouse-Geisser 30.370 11.968 2.538     
Huynh-Feldt 30.370 16.000 1.898     
Lower-bound 30.370 8.000 3.796     

 
 
  



 117

3. Physiology measures 
 
Mauchly's Test of Sphericity(b) 
 
Measure: MEASURE_1  

Within Subjects 
Effect 

Mauchly's 
W 

Approx. Chi-
Square df Sig. 

Epsilon(a) 

Greenhous
e-Geisser 

Huynh-
Feldt Lower-bound 

LEVEL .525 2.574 2 .276 .678 1.000 .500 
Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is 
proportional to an identity matrix. 
a  May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the 
Tests of Within-Subjects Effects table. 
b  Design: Intercept+Interface+Expertise+Gender+Interface * Expertise+Interface * Gender+Expertise * Gender  Within 
Subjects Design: LEVEL 
 
 
 Tests of Within-Subjects Effects 

Source   
Type III Sum 
of Squares df Mean Square F Sig. 

LEVEL Sphericity Assumed 2917.144 2 1458.572 4.179 .048 
Greenhouse-Geisser 2917.144 1.356 2150.698 4.179 .075 
Huynh-Feldt 2917.144 2.000 1458.572 4.179 .048 
Lower-bound 2917.144 1.000 2917.144 4.179 .096 

LEVEL * Interface Sphericity Assumed 511.733 4 127.933 .367 .827 
Greenhouse-Geisser 511.733 2.713 188.640 .367 .762 
Huynh-Feldt 511.733 4.000 127.933 .367 .827 
Lower-bound 511.733 2.000 255.866 .367 .710 

LEVEL * Expertise Sphericity Assumed 393.104 2 196.552 .563 .586 
Greenhouse-Geisser 393.104 1.356 289.820 .563 .530 
Huynh-Feldt 393.104 2.000 196.552 .563 .586 
Lower-bound 393.104 1.000 393.104 .563 .487 

LEVEL * Gender Sphericity Assumed 695.634 2 347.817 .997 .403 
Greenhouse-Geisser 695.634 1.356 512.864 .997 .382 
Huynh-Feldt 695.634 2.000 347.817 .997 .403 
Lower-bound 695.634 1.000 695.634 .997 .364 

LEVEL * Interface  *  
Expertise 

Sphericity Assumed 2644.550 4 661.137 1.894 .188 
Greenhouse-Geisser 2644.550 2.713 974.862 1.894 .222 
Huynh-Feldt 2644.550 4.000 661.137 1.894 .188 
Lower-bound 2644.550 2.000 1322.275 1.894 .244 

LEVEL * Interface  *  
Gender 

Sphericity Assumed 1860.041 4 465.010 1.332 .323 
Greenhouse-Geisser 1860.041 2.713 685.668 1.332 .337 
Huynh-Feldt 1860.041 4.000 465.010 1.332 .323 
Lower-bound 1860.041 2.000 930.020 1.332 .344 

LEVEL * Expertise  *  
Gender 

Sphericity Assumed 299.760 2 149.880 .429 .662 
Greenhouse-Geisser 299.760 1.356 221.001 .429 .594 
Huynh-Feldt 299.760 2.000 149.880 .429 .662 
Lower-bound 299.760 1.000 299.760 .429 .541 

Error(LEVEL) Sphericity Assumed 3489.916 10 348.992     
Greenhouse-Geisser 3489.916 6.782 514.596     
Huynh-Feldt 3489.916 10.000 348.992     
Lower-bound 3489.916 5.000 697.983     
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 Tests of Between-Subjects Effects 
Transformed Variable: Average  

Source 
Type III Sum 
of Squares df Mean Square F Sig. 

Intercept 770704.257 1 770704.257 247.598 .000 
Interface 5337.212 2 2668.606 .857 .478 
Expertise 5019.236 1 5019.236 1.612 .260 
Gender 1526.293 1 1526.293 .490 .515 
Interface * Expertise 4247.349 2 2123.675 .682 .547 
Interface * Gender 2118.134 2 1059.067 .340 .727 
Expertise * Gender 1200.762 1 1200.762 .386 .562 
Error 15563.636 5 3112.727     
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Appendix G - Raw Data 
 
The following tables are the data acquired during the session:  

Table 16: Nine novice observed time, five males and four fema les. 
Novice - 
Time          
EXP1 TS1 25.192 36.071   41.841 57.278   26.249 34.398 
   36.413 41.849   57.451 67.793   34.745 38.485 
   42.105 49.04   67.875 77.886   38.748 42.27 
   49.247 53.352   77.951 86.173   42.524 48.173 
   53.602 57.037   86.214 90.757   48.342 51.912 
EXP2 M2 72.458 78.748   103.71 108.536   66.911 71.448 
   78.964 82.218   108.878 115.207   71.715 74.484 
   82.425 84.495   115.393 118.688   74.654 77.234 
   84.683 86.668   118.804 121.307   77.385 80.098 
   86.837 88.574   121.382 124.461   80.386 82.494 
EXP3 TP3 106.157 124.196   141.411 150.015   103.318 120.502 
   124.444 128.608   150.219 156.504   121.049 130.326 
   128.798 131.721   156.63 161.875   130.829 137.781 
   131.88 138.523   162.086 166.921   138.114 145.088 
    138.761 142.057   167.115 171.095   145.352 156.115 
EXP1 M1 24.742 42.412   26.305 36.592   27.506 32.181 
   42.81 47.551   37.135 42.376   32.451 35.167 
   47.839 50.49   42.843 46.354   35.396 37.707 
   50.661 53.585   46.649 49.828   37.894 39.607 
   53.772 56.251   50.323 55.405   39.837 41.334 
EXP2 TP2 75.314 84.153   75.436 97.63   62.072 68.08 
   84.438 89.454   97.957 101.367   68.326 71.544 
   89.584 92.764   101.557 104.022   72.119 75.131 
   92.97 95.625   104.211 106.824   75.337 77.489 
   95.781 100.341   106.958 109.376   77.657 79.663 
EXP3 TS3 116.74 127.274   125.404 132.125   94.785 101.206 
   127.548 132.577   132.378 135.701   101.51 107.944 
   132.899 140.144   135.921 144.458   108.165 116.039 
   140.362 144.093   144.672 153.369   116.39 127.317 
    144.396 150.154   153.613 155.913   127.644 133.395 
EXP1 TP1 34.442 50.478   34.546 48.006   22.152 30.576 
   51.106 60.186   48.437 53.137   31.173 34.368 
   60.705 65.378   53.367 58.999   34.525 37.726 
   65.705 68.025   59.183 62.596   37.941 42.492 
   68.32 71.609   62.93 66.922   42.833 46.565 
EXP2 TS2 86.741 95.479   82.534 89.648   62.476 67.186 
   95.774 98.8   90.027 93.306   67.434 70.022 
   99.171 102.73   94.066 98.203   70.519 72.711 
   102.939 106.129   98.512 102.561   73.278 75.557 
   106.322 108.485   103.195 109.7   75.796 78.119 
EXP3 M3 122.448 131.865   124.614 132.341   91.722 99.435 
   132.408 134.816   132.626 135.963   99.742 109.795 
   135.366 138.494   136.272 141.794   110.032 113.946 
   139.118 141.142   142.021 145.811   114.36 120.901 
    141.431 144.141   146.02 159.594   121.223 124.637 
          
      Female     
      Male     

 



 120

Table 17: Nine experts observed time, five males and four fem ales. 
Expert - Time         
EXP1 TS1 25.407 33.216   28.322 43.594   28.478 
   33.466 38.73   44.076 50.507   37.104 
   38.922 43.988   50.748 55.074   42.461 
   44.196 47.267   55.42 58.979   44.621 
   47.492 50.477   59.331 62.096   48.378 
EXP2 M2 64.193 67.902   77.543 84.795   66.5 
   68.061 70.73   84.987 88.395   72.818 
   70.877 75.522   88.616 91.311   75.543 
   75.697 77.904   91.486 94.102   77.714 
   78.006 80.173   94.27 97.299   80.732 
EXP3 TP3 98.283 110.834   113.363 126.891   102.244 
   111.165 121.849   127.126 130.878   109.202 
   122.341 127.282   131.096 135.355   114.586 
   127.49 138.64   135.561 138.549   120.086 
   138.871 143.158   138.823 143.501   129.2 
EXP1 M1 29.591 41.38   26.533 35.371   25.402 
   41.699 45.95   35.879 40.903   32.516 
   46.112 49.426   41.183 45.165   36.692 
   49.583 52.511   45.639 49.778   39.935 
   52.69 59.412   50.146 54.184   43.23 
EXP2 TP2 77.28 88.968   71.665 81.579   62.302 
   89.378 93.575   82.016 90.009   77.268 
   93.728 98.48   90.009 93.668   80.804 
   98.642 102.866   93.832 96.737   85.314 
   103.187 106.057   96.825 99.602   88.829 
EXP3 TS3 123.699 153.586   115.229 128.591   105.76 
   154.39 158.739   128.994 136.757   114.118 
   159.1 162.614   137.139 143.093   116.351 
   162.877 175.16   143.397 146.439   120.72 
   175.444 178.508   146.984 152.848   124.406 
EXP1 TP1 30.954 46.647   28.555 54.143   25.089 
   48.156 59.776   54.91 63.01   41.609 
   59.97 61.737   63.304 67.088   45.946 
   61.877 67.906   67.262 79.412   54.578 
   68.08 71.929   79.652 84.702   66.529 
EXP2 TS2 88.597 95.454   102.766 113.182   91.936 
   95.653 99.582   117.626 124.536   100.229 
   99.874 104.453   124.716 127.548   104.67 
   104.716 109.233   127.71 133.307   110.923 
   109.676 113.675   133.503 136.986   115.697 
EXP3 M3 128.096 135.728   149.914 162.99   132.348 
   135.948 140.53   163.301 176.897   136.678 
   140.78 145.069   178.63 182.761   139.914 
   145.333 150.608   183.402 189.5   144.148 
   150.841 155.419   189.859 195.252   148.207 
         
      Female    
      Male    
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Table 18: Nine novice observed quality, five males and four f emales.  

Novice- Quality 
mission mission mission mission mission mission mission mission mission 

2 0 1 2 1 1 1 1 2 
2 0 1 2 1 1 1 1 0 
2 0 1 0 1 0 1 1 0 
1 0 2 2 1 0 1 1 0 
1 0 1 0 1 0 1 1 0 

8 0 6 6 5 2 5 5 2 
                  
1 0 0 0 2 1 1 1 0 
2 0 0 0 0 1 0 0 1 
0 0 0 0 0 1 0 2 0 
1 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 1 0 

5 0 0 0 2 3 1 4 1 
                  
1 0 1 0 1 1 0 0 1 
0 0 1 2 0 1 0 0 1 
0 0 2 0 2 2 0 0 1 
0 0 1 0 1 2 0 0 0 
0 0 0 1 1 1 0 1 1 
1 0 5 3 5 7 0 1 4 

Expert - Quality 
mission mission mission mission mission mission mission mission mission 

0 1 2 0 1 2 0 0 2 
0 1 2 1 0 0 0 0 2 
0 1 2 1 0 0 0 0 1 
0 1 2 1 0 0 0 0 2 
0 1 1 1 0 0 0 0 2 

0 5 9 4 1 2 0 0 9 
                  
0 1 1 0 0 0 0 0 2 
0 0 1 0 0 0 0 0 1 
0 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 

0 1 3 0 0 0 0 0 3 
                  
0 2 0 1 1 0 1 0 1 
0 2 0 1 1 0 1 0 2 
1 2 2 0 0 0 0 0 1 
0 1 0 0 0 0 1 0 2 
0 2 0 0 0 0 0 0 2 
1 9 2 2 2 0 3 0 8 
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Table 19: Subjective data of all participants. 
 Experts Novice 
 TS M TP TS M TP TS M TP TS M TP TS M TP TS M TP 

ה כמה דרשה הפעילות הזו מבחינ
 6 8 5 9 6 6 8 7 8 7 7 8 8 9 8 8 6 7 )'אחריות וכו, ריכוז, חשיבה(נפשית 

כמה דרשה הפעילות הזו מבחינה 
 2 3 7 1 1 2 2 4 4 3 3 4 2 5 5 2 3 4 פיזית

 5 4 7 4 6 3 7 5 3 8 5 7 4 3 8 7 7 6 ?מה היה קצב הביצוע שנדרש
עד כמה הצלחת מבחינתך בביצוע 

 8 3 8 8 7 5 5 8 6 2 6 6 2 3 9 2 8 7 פעילות זו עד עכשיו
האם נדרשת לעבוד קשה בזמן פעילות 

 5 5 2 8 3 4 5 4 5 7 3 7 4 7 7 8 6 6 זו
או , לא שקט, עד כמה הרגשת מתוח

 3 6 1 9 4 7 5 1 1 9 3 7 6 7 5 3 4 8 מרוגז בזמן פעילות זו
כמה דרשה הפעילות הזו מבחינה 

 6 7 4 7 5 3 8 8 2 7 8 5 7 9 8 6 5 5 )'אחריות וכו, ריכוז, חשיבה(נפשית 
כמה דרשה הפעילות הזו מבחינה 

 3 3 2 2 3 2 3 6 4 5 5 3 5 8 4 3 6 3 פיזית
 6 6 8 6 4 4 9 5 7 7 4 7 5 4 7 5 6 7 ?מה היה קצב הביצוע שנדרש

עד כמה הצלחת מבחינתך בביצוע 
 5 5 8 8 7 7 8 8 7 6 6 8 7 2 8 8 7 8 פעילות זו עד עכשיו

האם נדרשת לעבוד קשה בזמן פעילות 
 6 5 2 6 3 4 5 4 5 5 6 4 3 8 5 6 6 4 זו

או , לא שקט, עד כמה הרגשת מתוח
 3 4 1 7 5 4 4 1 1 8 6 2 5 8 3 3 4 4 מרוגז בזמן פעילות זו

כמה דרשה הפעילות הזו מבחינה 
 7 7 7 8 5 6 9 9 7 9 8 9 8 9 9 8 7 8 )'אחריות וכו, ריכוז, חשיבה(נפשית 

כמה דרשה הפעילות הזו מבחינה 
 3 7 3 2 3 4 4 8 7 5 8 6 4 8 5 2 7 6 פיזית

 5 5 4 5 4 5 4 5 8 8 6 7 5 4 4 6 4 5 ?מה היה קצב הביצוע שנדרש
עד כמה הצלחת מבחינתך בביצוע 

 3 3 5 7 5 2 3 3 7 2 3 3 6 4 6 8 4 6 פעילות זו עד עכשיו
האם נדרשת לעבוד קשה בזמן פעילות 

 7 7 2 8 4 4 5 9 6 9 8 8 4 8 8 6 8 8 זו
או , לא שקט, עד כמה הרגשת מתוח

 6 4 4 5 5 6 6 1 2 9 7 9 6 8 8 2 7 6 מרוגז בזמן פעילות זו
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Appendix H - Instructions for interface operation 
  

 Teach Pendantדף הפעלה למשתמש במסופון 

  

  .דרך המבוך שלפניכם באמצעות המסופון ההקובייעליכם להעביר את   :המשימה

  

  ? מהו המסופון

בו תעזרו לביצוע המשימה הותאם לצרכי סביבה לימודית , המסופון,  Teach Pendant (TP)  - ה

  .אולם איכותו תעשייתית

  .  הינו מסוף נייד שמאפשר שליטה ובקרה על הרובוט על ציריו המחוברים לבקר TP - ה

  :Figure 51)( כפי שניתן לראות, למסופון מספר לחצנים

  

  Auto/Teach  -בקרה/ מתג אמצעי הפעלה

  .מאפשר שליטה מלאה של המסופון על הצירים Teachמצב מתג 

 - מסופון אלא באמצעות תוכנת הלא ניתן לשלוט על הרובוט באמצעות ה Autoמצב מתג 

SCORBASE.  

  .ביצוע התוכנית יבוטל, כשתוכנית רצה Teachלמצב  Autoבמידה ועוברים ממצב : הערה

  

  Deadmanמתג  

בקרה על צירי הרובוט , במידה ומחזיקים את המסופון ידני.  מתג מאורך בצד שמאל של המסופון

במצב (ברגע שהלחצן לא יהיה לחוץ ).  Teachבמצב הפעלה (מחייבת לחיצה מתמדת של מתג זה 

  .המסופון לא יהיה פעיל והתנועה תיפסק, )Teachהפעלה 

  

  מתג חירום

  .  לחצן אדום הממוקם בחלקו הימני העליון של המסופון

  . להפסקת תנועת הרובוט יש ללחוץ על הלחצן ללא קשר למצב ההפעלה שלו

  .Control On/Offלביטול מצב החירום יש למשוך את הלחצן וללחוץ על 

  

   המקלדת

יש ללחוץ לחיצה ממושכת על המקש עד שציר .  מבצע פעולה שהוקשה – enter/executeמקש 

  .הרובוט מגיע ליעד הרצוי

ועת או לפי תנ Joints תנועה לפי צירי הרובוט : בחירת צירי התנועה -Joints / XYZ / Toolמקש 

  .איננה זמינה  Toolפונקצית .  XYZ, קרטיזי, "עולם"ה

   - Clr/Group selectמקש 
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Clr - פונקצית .  מוחק חלקית את הפקודה שהוכנסהGroup Select איננה לא זמינה.  

  תנועה בכיוון החיובי של הציר - +מקש 

  .תנועה בכיוון השלילי של הציר - -מקש 

 

 

 

 

 

 

 

 

 

 

 

  

  

  

  

  

  

  

  

  

  

  

   – Select axis/0מקש 

 0ספרה נומרית  ⋅

יש  .  המסופון מראה את סוג הציר הנע.  לרב אין צורך במקש זה.  בחירת ציר התנועה ⋅

,  תפסנית, Gקבוצה  6ציר , מוצגת Aקבוצה  1-5צירים : ללחוץ על מספר על מנת לבחור ציר

 .לא רלוונטי Bקבוצה  7-9צירים 

   -Axis 1-9/X/1-9מקשים 

 בהתאמה 1-9ספרה  ⋅

 -5ציר , עלרוד -4ציר .  בהתאם לצירי הרובוט 1-3ירים צ. בהתאמה Jointsבמצב  1-9ציר  ⋅

 .אינם רלוונטיים 7-9צירים . תפסנית – 6ציר , סבסוב

לחצן 
 חירום

  :בקרהמתג אמצעי 

Teach Pendant\  
Auto 

 Deadmanלחצן 

 מקלדת

Figure 47: ER4u Teach Pendant 
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 .XYZבמצב  Zציר  - XYZ  .3במצב  Yציר  - XYZ  .2במצב  Xציר  -1

  .מנטרל בקרה על הקבוצה שנבחרהמאפשר או  -Control On/ Off מקש

 .עבור הקבוצה הנבחרת Con/Coffלחיצה בודדת מאפשרת מעבר בין המצבים  ⋅

אם לפחות קבוצה אחת .  לחיצה כפולה משנה את מצב הבקר עבור כל הצירים בקבוצה ⋅

 Conמצב , Coffאם כל הקבוצות במצב .  מיושם לכל הקבוצות Coffמצב , Conבמצב 

 .  לאחר מכן enter יש ללחוץ .  ותמיושם עבור כל הקבוצ

  .התפסנית נבחר מצב הבקר מיושם רק עבור ציר זה, 6במידה וציר 

 1- לחיצה על מקש זה ולאחר מכן יש להכניס מספר מ.  שמירת נקודה  - Record Positionמקש 

  .enterוללחוץ  100עד 

  .לא זמין  - Delete/Insertמקש 

מהירות ברירת המחדל של . הגדרת מהירות צירי התנועה – (%) Speed (%) / Speedlמקש 

  . 5הרובוט היא 

  .פתיחה וסגירה של התפסנית בהתאם – Open / Closeמקש 

זמינה במצב  movelפונקציית ). המטרה(הזזת צירי הרובוט לנקודת היעד  – Move / Movelמקש 

  . Bאין להשתמש בפונקציה זו כאשר מוגדרת קבוצה .  Aקבוצה 

Move תנועה על פי צירי רובוט ,Joints  .  

Movel שימוש בצירי עולם, תנועה ליניארית של הרובוט ,XYZ.  

המערכת תבצע איתחול , בשלב זה.  enter -ו Run 0על מנת להתחיל את העבודה עליך להקיש 

  .י להתחיל לעבוד/של הצירים ולאחריה תוכל

Figure 48: ER4u joints 
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  ך מגעדף הפעלה למשתמש במס

  

  .מסך המגעדרך המבוך שלפניכם באמצעות  ההקובייעליכם להעביר את   :המשימה

  

  ? מהו מסך מגע

המסך . המוכר לנו ממחשבי כף יד, מסך מגע הינו מסך תצוגה הרגיש למגע אצבע או מגע עט חריטה

המשתמש לוחץ על המסך .  מיועד להקל על המשתמש מבחינת הכנסת הנתונים ומשך התגובה

  .  על מנת לבקר על הפלט' יוצעכבר וכ, במקום מקלדת

  

  .מסך המגע שבאמצעותו תבצעו את המשימה נראה כמו החלון המוצג בהמשך

  

  :שלבי העבודה

  .לפניך המערכת בה תיעזר לביצוע המשימה

המערכת .  ייתכן כי לחצנים שונים לא יהיו זמינים בשלבים שונים של הניסוי אנא אל תיבהלו: הערה

  .מתוכננת כך

אם הנך עובד ).  בשלב זה רק היא זמינה(ספרות לתיבה המתאימה  8הכנס מספר זהות בן  .1

 .לחוץ Num Lock - וודא כי מקש ה, עם המחשבון שבצד ימין למקלדת

2.   

  

  

  

  
  : בשלב זה יפתח לך חלון הבא

 איתחול

הכנסת מספר 
 /Start Exp זהות

End Exp 



 127

  

  :הבאיםבחלון זה עליך להכניס את הנתונים 

 (Female)נקבה / (male)זכר : מין •

 +14-17,18-25,26-39,40-54,55: לאיזה טווח הגילאים הינך שייך: גיל •

   כל יום; בין פעמיים לשלוש בשבוע, פעם בשבוע: תדירות שימוש במחשב •

 ;מספר שעות ביום

 .כל יום, כל שבוע, לעיתים נדירות; אף פעם: נסיון במשחקי מחשב •

, מדעי הבריאות, מדעי הטבע, מדעי הרוח והחברה, טכני, תיכון תלמיד: רקע מקצועי •

  .אחר, הנדסה

  .במידה ושכחת להכניס נתון כלשהו לא תוכל להמשיך לניסוי

  :לאחר סיום הכנסת הנתונים נמשיך  .הכנסת נתונים אלו הינה רק בשלב הראשון של הניסוי

המערכת תבצע את שתי .  Initializationאתחל את המערכת ואפס את כל הצירים באמצעות  .3

  .הפעולות אוטומטית באמצעות לחיצה על האיתחול

 - כיתוב הלחצן השתנה כעת ל, שימו לב.  Start Expי לחיצה על לחצן "התחל את הניסוי ע .4

End Exp .  

במבוך עד  העליך לקבל החלטה איזה מפרק או ציר ברצונך להזיז ולהעביר את הקוביי .5

  .  לנקודת הסיום

 .שנמצא כפי שניתן לראות בתמונה End Expבסיום המשימה לחץ על לחצן  .6

 .חזור על התהליך עד שתיבת מספר הזהות תהיה זמינה עבורך שוב .7

  

  !!!בהצלחה
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  עכבר+ במסך דף הפעלה למשתמש 

  .  מבוךב ההקובייאת בהתאם להנחיות עליכם להעביר    :המשימה

  

  :שלבי העבודה

המערכת .  שונים לא יהיו זמינים בשלבים שונים של הניסוי אנא אל תיבהלוייתכן כי לחצנים : הערה

  .מתוכננת כך

 .  לפניך המערכת בה תיעזר לביצוע המשימה

אם הנך עובד ).  בשלב זה רק היא זמינה(ספרות לתיבה המתאימה  8הכנס מספר זהות בן  .8

 .לחוץ Num Lock - וודא כי מקש ה, עם המחשבון שבצד ימין למקלדת

  

  

  

  

  
  

 איתחול

הכנסת מספר 
 /Start Exp זהות

End Exp 
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  : בשלב זה יפתח לך חלון הבא

  

  :בחלון זה עליך להכניס את הנתונים הבאים

 (Female)נקבה / (male)זכר : מין •

 +14-17,18-25,26-39,40-54,55: לאיזה טווח הגילאים הינך שייך: גיל •

   כל יום; פעמיים לשלוש בשבועבין , פעם בשבוע: תדירות שימוש במחשב •

 ;מספר שעות ביום

 .כל יום, כל שבוע, לעיתים נדירות; אף פעם: נסיון במשחקי מחשב •

, מדעי הבריאות, מדעי הטבע, מדעי הרוח והחברה, טכני, תלמיד תיכון: רקע מקצועי •

  .אחר, הנדסה

  .במידה ושכחת להכניס נתון כלשהו לא תוכל להמשיך לניסוי

  :לאחר סיום הכנסת הנתונים נמשיך  .לו הינה רק בשלב הראשון של הניסויהכנסת נתונים א

המערכת תבצע את שתי .  Initializationאתחל את המערכת ואפס את כל הצירים באמצעות  .9

  .הפעולות אוטומטית באמצעות לחיצה על האיתחול

 - ה כעת לכיתוב הלחצן השתנ, שימו לב.  Start Expי לחיצה על לחצן "התחל את הניסוי ע .10

End Exp .  

במבוך עד  העליך לקבל החלטה איזה מפרק או ציר ברצונך להזיז ולהעביר את הקוביי .11

  .  לנקודת הסיום

 .שנמצא כפי שניתן לראות בתמונה End Expבסיום המשימה לחץ על לחצן  .12

 .חזור על התהליך עד שתיבת מספר הזהות תהיה זמינה עבורך שוב .13

  

  !!!בהצלחה


