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Ayòḅáyò!̣ 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 



v 
 

Acknowledgments 
 

Foremost, I want to express my heartfelt gratitude to my advisors, Prof. Yael Edan and Prof. Tal 

Oron-Gilad, without whom this thesis would not be have been completed. Your dedication to the 

work, promptness in reviews, guidance in planning, commitment to excellence, and devotedness to 

my all-round development, kept me inspired all through this PhD journey. I will always be grateful 

for your perseverance to ensure I got all I needed, in terms of expertise, experience and 

encouragement to excel in the research. You extended very special motherly care to my overall well-

being, ensuring that I had a healthy work-rest balance and doing all you could to help my wife get an 

opportunity to join me in Israel. You joyfully celebrated every victory with me – acceptance of papers, 

birthdays, my wedding with Temi via zoom, arrival of Temi to Israel, and the naming ceremony of 

our Baby, just to mention a few. You also encouraged me when results did not turn out the way I 

expected. Your full-time support all through the research cannot be overstated. It indeed surpasses 

the boundaries of description which words can fill. Thank you for always being there.  

I want to also appreciate my secondment Advisors, Prof. Amy Loutfi and Dr. Andrey Kislev for the 

opportunity given to me to conduct my research at the Centre for Applied Autonomous Sensor 

Systems (AASS), Orebro University. Your professional, yet friendly work ethics gave me the warmth 

I needed in the cold season I landed in Sweden.  

A big thank you to my PhD guidance committee, Prof. Noam Tractinsky and Dr. Hila Riemer for 

their dedication to ensure high quality research at every stage of the work. I cherish your outstanding 

guidance, input, advice and support at every stage of the research.  

I want to also express huge appreciation to all the administrative and technical staff at the department 

of Industrial Engineering and Management for all you did to ensure a successful completion of the 

PhD research. Thank you for all your smiles and encouragement as you gave me amazing support in 

every area I needed help. 

A very special appreciation goes to Shira Bayme, who put in so much work attending to my 

administrative needs. You helped sort out all paper, email, and phone-related administrative 

challenges in Hebrew and English, with such professionality and enduring kindness. Your dexterity, 

grace and joy of helping people, knows no bounds. 

I thank the SOCRATES Team for being an amazing family of mentors, advisors, and colleagues who 

cheered me on to outstanding contributions. I cherish all the meetings, presentations and fun together.   

All my lab mentors and mates deserve special appreciation. This space cannot contain your names, 

but you all remain dear to my heart. Thank you for always being there – professionally, as friends 

and as siblings who shared so much joy and love with me as we worked together. 



vi 
 

Special appreciation goes to the Campus connect family – a truly warm family of love here in Be’er 

Sheva. You all model the love of Jesus Christ - sharing, serving, and supporting in ways that the space 

on these pages cannot contain. Thank you for all. 

To all my Friends who gave, encouraged, prayed and did all they could in support, I am so thankful. 

I am very grateful to my “Parents in Israel”, Mama Maira and Papa Rolando for all your love, prayers 

and encouragement during my PhD journey. You hold a special place in my heart. 

A big thank you to the Church in Be’er Sheva, for all the spiritual support you gave me in love. 

I deeply appreciate my siblings, nieces and nephews who prayed, encouraged, cheered and gave me 

all the love I needed during the work. 

I will always be grateful to my Parents and in-laws - your calls, prayers and encouragement over these 

four years weigh more than words can convey. You showed me by example, how to be an academic 

that loves, cares and sacrifices to ensure the God-given potential is groomed to perfection! Thank you 

for being there, through my successes, failures, joys and tears – never leaving, never discouraged, 

and never ceasing to pray for me. THANK YOU for being more than I could ever ask for in devoted 

parenting. 

My darling Wife, Temitope – you remain a jewel of love, an epitome of extreme patience, and a 

cradle of grace-filled partnership, which propelled me throughout the research. Thank you, my Love, 

for your countless hours of perseverance, revisions and devotion put into this research journey. Thank 

you for being there from the very beginning when you shared the SOCRATES call with me, even till 

this moment as I wrap up the thesis. The pages of the thesis indeed reflect your endurance, 

encouragement, support and love all along. I love you so much! I am so thankful we can welcome 

our Baby together, whose love kicks in the womb kept reminding me of the urgency of completing 

the work well and getting a good thesis ready for her grand arrival. We love you dear Baby, we hope 

you get to read this thesis, someday and be inspired to do much more in advancing the course of 

excellent developments to bless our world. 

To the LORD, God, Almighty, who gave the wisdom, power and grace to start and complete this 

work, be utmost thanks and glory. Amen. 

 

This research was supported by the EU funded Innovative Training Network (ITN) in the Marie 

Skłodowska-Curie People Programme (Horizon2020): SOCRATES (Social Cognitive Robotics in a 

European Society training research network), grant agreement number 721619 and by the Ministry 

of Science Fund, grant agreement number 47897. Partial support was provided by Ben-Gurion 

University of the Negev through the Helmsley Charitable Trust, the Agricultural, Biological, and 

Cognitive Robotics Initiative, the Marcus Endowment Fund, the Rabbi W. Gunther Plaut Chair in 

Manufacturing Engineering, and the George Shrut Chair in Human Performance Management. 



vii 
 

List of Publications 
Thesis journal publications  

J1. Olatunji, S., Oron-Gilad, T., Sarne-Fleischmann, V., Edan, Y. 2020. User-centered feedback 

design in person-following robots for older adults. Paladyn, Journal of Behavioral 

Robotics, 11(1), 86-103 https://doi.org/10.1515/pjbr-2020-0007 

J2. Olatunji, S., Potenza, A., Oron-Gilad, T., Kiselev, A., Loutfi, A., Edan, Y. Levels of 

automation for a mobile robot tele-operated by a caregiver. ACM Transactions on Human-

Robot Interaction. (submitted July 2020, minor revision submitted March 2021). 

J3. Olatunji, S., Oron-Gilad, T., Markfeld, N., Gutman, D., Sarne-Fleischmann, V., Edan, Y. 

Levels of automation and transparency: interaction design considerations in socially assistive 

robots for older adults. IEEE Transactions on Human-Machine Systems (accepted, July, 

2021). 

Journal publications related to the thesis in which I had major contributions 

JR1. Honig, S. S., Oron-Gilad, T., Zaichyk, H., Sarne-Fleischmann, V., Olatunji, S., & Edan, Y. 

(2018). Toward socially aware person-following robots. IEEE Transactions on Cognitive and 

Developmental Systems, 10(4), 936-954. https://doi.org/10.1109/TCDS.2018.2825641 1 

JR2. Avioz-Sarig, O., Olatunji, S., Sarne-Fleischmann, V., Edan, Y. 2020. Robotic system for 

physical training of older adults. International Journal of Social Robotics, 1-16. 

https://link.springer.com/article/10.1007/s12369-020-00697-y 2 

JR3. Gutman, D.; Olatunji, S.; Edan, Y. Evaluating Levels of Automation in Human–Robot 

Collaboration at Different Workload Levels. Appl. Sci. 2021, 11, 7340. 

https://doi.org/10.3390/app11167340 3 

Manuscripts in preparation 

JR4. Gutman, D., Olatunji, S., Markfeld, N., Givati, S., Sarne-Fleischmann, V., Oron-Gilad, T., 

Edan, Y. 2020a. Evaluating levels of automation and feedback in an assistive robotic table 

clearing task for eldercare.  In preparation for Applied Ergonomics. 3 

JR5. Olatunji, S., Oron-Gilad, T., Edan, Y. Evaluating quality of interaction in robotic 

applications. In preparation for the International Journal of Social Robotics. 

 

                                                 

 
1 This publication is not part of the thesis, but is included in a parallel study where I contributed to the survey. 
2 This publication is not part of the thesis, but is included in a parallel study that was performed as part of the MSc thesis 
of Omri Avioz-Sarig where I contributed to the feedback design, experimental design, and writing. 
3 This publication is not part of the thesis, but is included in a parallel study that was performed as part of the MSC thesis 
of Dana Gutman where I contributed to the LOA design, experimental design, and writing. 

https://doi.org/10.1515/pjbr-2020-0007
https://doi.org/10.1109/TCDS.2018.2825641
https://link.springer.com/article/10.1007/s12369-020-00697-y
https://doi.org/10.3390/app11167340


viii 
 

Conference peer reviewed and presented work   

C1. Olatunji, S., Oron-Gilad, T., Edan, Y. 2018. Increasing the understanding between a dining 

table robot assistant and the user. International Ph.D. Conference on Safe and Social Robotics, 

Madrid.  

http://www.socrates-project.eu/internal-documents/SSR_2018/SSR_2018_paper_24.pdf 

C2. Olatunji, S., Serna-Fleischmann, V., Honig, S. S., Zaichyk, H., Markovich, T., Oron-Gilad, 

T., Edan, Y. 2018. User preferences for socially acceptable person-following robots: 

environmental influence case studies. Proceedings of Assistance and Service Robotics in a 

Human Environment Workshop, IEEE/RSJ International Conference on Intelligent Robots 

and Systems, Madrid, Spain.  

C3. Honig, S. S., Oron-Gilad, T., Fleischmann-Serna, V., Olatunji, S., Edan, Y. 2018. A user-

needs based approach for designing human-robot interactions. Proceedings of Workshop on 

Robotic Co-workers 4.0: Human Safety and Comfort in Human-Robot Interactive Social 

Environments, IEEE/RSJ International Conference on Intelligent Robots and Systems, 

Madrid, Spain.∗ 

C4. Olatunji, S., N. Markfeld, D. Gutman, S. Givati, V. Sarne-Fleischmann, T. Oron-Gilad, Y. 

Edan. 2019. Improving the interaction of older adults with a socially assistive table setting 

robot. Proceedings of the International Conference on Social Robotics (pp 568-577), 11876 

LNAI Lecture Notes in Computer Science. Springer International Publishing.  

C5. Olatunji, S., Sarne-Fleischmann, V., Honig, S. S., Oron-Gilad, T., Edan, Y. 2019. Feedback 

design to improve interaction of person-following robots for older adults. Proceedings of 

Mobile Robot Assistants for the Elderly, Workshop at the International Conference on 

Robotics and Automation (ICRA), Montreal, Canada, May 20-24. 

C6. Kumar, S., Itzhak, E., Olatunji, S., Sarne-Fleischmann, V., Tractinsky, N., Galit Nimrod and 

Yael Edan. 2019. Exploratory evaluation of politeness in human-robot interaction, 

Proceedings of Quality of Interaction in Socially Assistive Robots, Quality of Interaction in 

Socially Assistive Robots (QISAR) Workshop International Conference on Social Robotics 

(ICSR’19), Madrid, Spain, November 26-29.* 

C7. Markfeld, N., Olatunji, S., Gutman, D., Givati, S., Sarne-Fleischmann, V., Edan, Y. 2019.  

Feedback modalities for a table setting robot assistant for elder care. Proceedings of Quality 

of Interaction in Socially Assistive Robots, Quality of Interaction in Socially Assistive Robots 

                                                 

 
∗ This publication is not part of the thesis, but is included in a parallel study where I contributed to the research. 

http://www.socrates-project.eu/internal-documents/SSR_2018/SSR_2018_paper_24.pdf
http://www.google.com/url?q=http%3A%2F%2Ficsr2019.uc3m.es%2F&sa=D&sntz=1&usg=AFQjCNHi-2gdiGo7ORp9ELHdKQBfKGChXA


ix 
 

(QISAR) Workshop International Conference on Social Robotics (ICSR’19), Madrid, Spain, 

November 26-29. Extended abstract.∗ 

C8. Olatunji, S., Potenza, A., Oron-Gilad, T., Kiselev, A., Loutfi, A., Edan, Y. 2020. Usability 

testing for the operation of a mobile robotic telepresence system by older adults. In 

Proceedings of the 64th International Annual Meeting of the Human Factors and Ergonomics 

Society, October 5-9.  

C9. Markfeld, N., Olatunji, S., Edan, Y. Evaluating feedback modalities in a mobile robot for 

telecare. Accepted to TAROS 2021 conference.4 

Abstracts 

A1. Gutman, D., Markfeld, N., Olatunji, S., Sarne‐Fleischmann, V., Oron-Gilad, T., Edan, Y. 

2019. Evaluating fluency in robot‐assisted table setting for older adults, ICR 2019 – 6th Israeli 

Conference of Robotics, July 2019, Herzliya, Israel. Abstract, oral presentation. * 

A2. Avioz-Sarig O., Olatunji S., Sarne-Fleischmann V., Edan Y. 2019. Robotic system for 

physical training of older adults, ICR 2019 – 6th Israeli Conference of Robotics, July 2019, 

Herzliya, Israel. Abstract, oral presentation.* 

A3. Avioz-Sarig O., Olatunji S., Sarne-Fleischmann V., Edan Y. 2019. Robotic system for 

physical training of older adults, Robotics: Science and Systems, RSS 2019 - June 23, 2019 

Freiburg, Germany. Extended abstract, poster presentation.* 

Scientific reports submitted as part of the Horizon 2020 SOCRATES project 

SR1. Olatunji, S., Oron-Gilad, T., Edan, Y. September 2018. D5.1: Report from user studies on 

different interface designs and modalities. SOCRATES, Social Cognitive Robotics in The 

European Society, Grant Agreement Number 721619 

SR2. Olatunji, S., Oron-Gilad, T., Edan, Y. June 2019. D5.4: Report on how an interface should 

be designed to deal with varying LOA. SOCRATES, Social Cognitive Robotics in The 

European Society, Grant Agreement Number 721619 

SR3. Olatunji, S., Oron-Gilad, T., Edan, Y. February 2020. D5.7: Guidelines for interface design 

for varying levels of automation. SOCRATES, Social Cognitive Robotics in The European 

Society, Grant Agreement Number 721619 

SR4. Olatunji, S., Oron-Gilad, T., Edan, Y. October 2020. D5.9: Report on how Interaction Quality 

and levels of autonomy affect user experience. SOCRATES, Social Cognitive Robotics in 

The European Society, Grant Agreement Number 721619 

                                                 

 
∗ This publication is not part of the thesis, but is included in a parallel study where I contributed to the research. 
4 This publication is not part of the thesis, but is included in a parallel study that was performed as part of the MSC thesis 
of Noa Markfeld where I contributed to the feedback design, experimental design, and writing. 

http://www.google.com/url?q=http%3A%2F%2Ficsr2019.uc3m.es%2F&sa=D&sntz=1&usg=AFQjCNHi-2gdiGo7ORp9ELHdKQBfKGChXA


x 
 

Abstract 
Rapid growth in the global population of older adults without a commensurate increase in supporting 

caregivers and healthcare professionals is expected to become a major societal challenge. The use of 

assistive robots (ARs) is a feasible solution to bridge this eldercare gap by assisting this population 

in daily living activities. The Covid-19 pandemic and the requirement for social isolation has 

increased the need for ARs to assist older adults in the case of a global crisis. However, introducing 

ARs to support older adults comes with inherent interaction challenges, five of which are addressed 

in this thesis: perceptual challenges of older adults and their particular needs, transparency in 

interaction, function allocation in human–robot tasks, autonomy balance between the older adults and 

the AR, and integrating transparency and autonomy in the interaction. This thesis (which is part of 

the EU Horizon 2020 SOCRATES project∗ on social cognitive robotics in eldercare) addresses each 

of these challenges to improve the interaction of older adults with ARs. Details of these interaction 

challenges and the thesis contributions are presented in three developmental and experimental stages. 

 

Stage I. Bridging the automation transparency gap in ARs that support older adults 

This challenge involved finding the right balance that ensures sufficient transparency (in terms of 

what the robot is doing, why, and what next) which is not overwhelming for the older adults, but still 

provides sufficient information for task completion. The solution proposed was to implement levels 

of transparency (LoTs), defined as the degree of information provided to the user related to the state, 

reasoning process, and future plans of the robot. Developing and implementing LoT models into the 

interaction of the users with the ARs required an applicable user-centered feedback design. This was 

performed by developing and evaluating user-centered feedback considering feedback content, 

modalities, and timing options to enhance automation transparency in different robotic platforms, 

tasks, and scenarios for the support of older adults. The LoT model for automation transparency was 

then implemented and evaluated in a robotic setup involving a mobile robot aimed to accompany the 

older adult and carry items as it followed the user (a person-following task).  

Results from the user studies conducted in this stage, which involved 45 older adults, revealed that 

their preferred level of transparency was information about what the robot was currently doing. This 

information should be current and immediate, involving some form of friendly content such as 

greetings. Another study within this stage, which focused on identifying the preferred mode of 

feedback, revealed that voice feedback with some specific parameters that facilitated good 
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comprehension was preferred by the participants over other forms of feedback. The study, which 

focused on the timing of feedback, revealed that continuous feedback with short intervals was more 

effective and preferred by participants over discrete and longer intervals. A final study within this 

stage that evaluated the effect of the aforementioned feedback design parameters on various aspects 

of the interaction yielded significant positive results, particularly on the engagement, understanding, 

and trust of the study participants. The outcome of these studies provided the design elements for 

incorporation of the LoT model in the later stages of development.       

 

Stage II. Maintaining autonomy in the interaction with the ARs 

This challenge involved finding the right balance of autonomy for the robot that prioritized the 

preference of older adults by maintaining a certain level of autonomy without diminishing the robotic 

assistance. Levels of automation (LOAs), defined as the degree to which the robot would carry out 

certain functions in its defined role of assisting the user, were developed and implemented by defining 

the function allocations. This was performed by identifying specific functions in the interaction based 

on an established function allocation model that aligned with the estimated capacities of the user and 

robot in the selected tasks. Suitable LOA modes (high and low modes) were then developed 

considering the preferences, peculiarities, and autonomy of the older adults. These modes were 

implemented in a robotic system to assist in a task to support older adults – a hazard perception task 

with a telepresence robot to perform a variety of observational tasks while identifying hazards in the 

home. This was evaluated through user studies with older adults and younger adults standing in as 

caregivers to test the robustness, reliability, and usability in different situations such as when task 

complexity changed.  

Results from the user studies, which involved 4 older adults and 20 younger adults, revealed that the 

older adults were able to control the robot effectively in the developed LOA modes. They particularly 

enjoyed the dexterity with which the robot could be controlled in the low LOA mode, which permitted 

more active interaction with the AR. The objective performance results showed that they were able 

to complete the sub tasks successfully in both LOA modes, which highlighted the learnability and 

ease of use of the LOA modes. The results also revealed the potential of utilizing the robotic systems 

in alternative LOA modes to accomplish specific tasks or subtasks. Evaluation of the LOA modes at 

different levels of complexity with younger adults revealed significant interactions between the LOA 

modes and level of complexity. It was observed that performance improved at high LOAs when the 

task complexity was low. However, when the task complexity increased, lower LOAs improved 

performance. This opposite trend was also observed in the results for workload and situation 

awareness. Evaluation of the feasibility of switching between the LOA modes was also carried out to 

gain insight into the merits of such switching alongside the inherent switch cost implications. The 
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usability, preference, and objective findings raised awareness towards areas of improvement in the 

LOA design that were useful in Stage III of the research. 

 

Stage III. Integration of transparency and autonomy to improve engagement 

Here, the challenge involved finding the right balance between engaging the older adults to avoid 

boredom, sedentariness, or loss of skills due to prolonged inactivity while providing sufficient 

information to perform the tasks that would not overwhelm or confuse them. The solution proposed 

was to design a framework that integrated the developed LoT and LOA models. This helped to define 

the degree of assistance the robot should provide for sufficient engagement with adequate feedback 

that ensured that the user was always kept in the loop without information overload. The model was 

implemented in two distinctive test cases to identify commonalities that extend beyond specific robot 

and task conditions: a person-following task and a table-setting task. Metrics were defined to evaluate 

LoT and LOA designs and combined objective and subjective metrics as a framework for evaluating 

the interaction.  

Results from the user studies, which involved 24 older adults, revealed the importance of integrating 

LoT with LOA in the design of ARs supporting this population. The LoT–LOA integration proposed 

was successfully implemented and tested in the two test cases, providing evidence for the feasibility 

of the design in ARs. LoT–LOA interaction effects were found in the test cases for the aggregated 

metric of quality and interaction, consisting of objective and subjective metrics for engagement, 

fluency, understanding, comfortability, and trust. The combination of high LoT and low LOA led to 

increased engagement in both test cases. The significant results observed through the metrics 

proposed for the evaluation of the LoT–LOA design revealed the potential of using the defined 

metrics for further assessment of other HRI-related studies and benchmarking interaction quality. 

Results also revealed some task-related factors that influenced specific aspects of the interaction such 

as fluency, understanding, and comfortability. Some of the task-related factors highlighted were 

workload demands of different tasks, feedback modality conditions, and the position of the user 

relative to the robot. Further studies are recommended to investigate additional influencing factors. 

This third stage of the research combined the insights of the initial two stages to produce an 

empirically evaluated interaction design model with guidelines for further developments and 

evaluations for other ARs to support older adults.   
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Summary 

This thesis advances interaction design in ARs that support older adults, focusing on major interaction 

challenges. The LoT and LOA models and LoT-LOA integration developed and evaluated in the 

different robotic systems point to the viability of the design and the potential for implementation in 

other ARs to support older adults. Findings across all studies can be summarized into the following: 

for a high quality of interaction, the AR should provide sufficient information on what it is doing 

(LoT level 1) through a feedback mode that is applicable to the specific task. Lower LOAs should be 

used to keep the older adult actively involved in the task. The combination of a lower LOA with a 

higher LoT was beneficial in maintaining the older adult’s awareness of the robot’s operations 

without overload. Yet, the specific LoT should be adapted for the specific LOA, to ensure that the 

robot’s actions match expectations. 

 

 

Keywords: Human–robot interaction, level of automation, level of transparency, assistive robots, 

older adults, interaction design, eldercare, interaction, interaction metrics 
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Chapter 1: Introduction 
 Problem description  

There is rapid growth in the global population of older adults due to an increase in life expectancy 

(United Nations, 2020). It is estimated that by 2050, one in six people worldwide will be aged 65 

years or over (Allaban et al., 2020), and this population ageing trend is projected to increase 

(Broniatowska, 2019). This, along with a dearth of caregivers and healthcare professionals available 

to cater for older adults, may lead to an eldercare gap which is gradually becoming a global societal 

challenge (Stone, 2021). The therapeutic time devoted to each older adult is already declining and is 

expected to gradually diminish (Bogue, 2013), resulting in inefficient caregiving and increased 

hospitalizations (Chernbumroong, et al, 2013). In addition, the COVID-19 pandemic introduced 

isolation of this population due to the need to maintain social distancing, which has brought 

uncertainties to the sufficiency of health and personal care that these older adults are receiving in their 

homes (Sands et al.,  2020).  

The use of assistive robots (ARs) is gradually evolving as a viable solution to bridge the eldercare 

gap (Allaban et al., 2020; Tang et al., 2015; Zafrani & Nimrod, that 2019). These ARs are expected 

to assist older adults in three types of activities: activities of daily living (ADLs), instrumental 

activities of daily living (IADLs), and enhanced activities of daily living (EADLs). ADLs are basic 

self-maintenance tasks such as dressing, feeding and bathing. IADLs are utilitarian tasks that are not 

mandatory for fundamental functioning, but are essential for independent living and interaction with 

the environment. These include activities like housekeeping, shopping, and complying with 

prescribed medication. EADLs are activities that facilitate participation in social and enriching 

activities such as leisure time activities, pursuing hobbies, and learning new skills (McColl et al., 

2013; Smarr et al., 2014). This thesis (which is part of the EU HORIZON 2020 SOCRATES project 

on social cognitive robotics in eldercare) focuses on five main interaction challenges as the AR 

carries out these activities alongside the older adult. These challenges are summarized in the 

following paragraphs. 

1.1.1. Perceptual challenges of older adults 

There are several age-related differences and difficulties related to the perceptual capacity of older 

adults (Mitzner et al., 2015). Visual and auditory capabilities are usually the most prominent factors 

since they present immediately obvious user capabilities and limitations in design (Czaja et al., 2019). 

Lack of consideration for these perceptual design differences could lead to misunderstanding or not 

understanding the AR’s actions, reasoning, or intentions (Leite et al., 2013). It can also partially or 

completely limit older adults’ use of it (Mitzner et al., 2015). Poor consideration of perception often 

http://www.socrates-project.eu/


2 
 

leads to poor communication which inevitably affects the successful interaction of the elderly with 

an AR (Hellström et al., 2018). Considerations should be made for appropriate and suitable 

communication modes in the form of input and feedback options that can be effective in the design 

of ARs for older adults (Mitzner et al., 2015). 

Current research has shown that ARs developed for the elderly are still lacking sufficient “sensory 

enrichment” (Allaban et al., 2020; Khosla et al., 2013; Portugal et al., 2019). It is important to tailor 

the robot’s communication to fit the older adults’ perceptual needs. Eldercare robots should be 

designed to increase usability and ensure wider user acceptance (Portugal et al., 2019). This challenge 

can be addressed by utilizing a user-needs approach in the development of a user-centered feedback 

design to match the perceptual capabilities and preferences of older adult users.  

1.1.2. Transparency in interaction 

Previous studies revealed that transparency in interaction aids the user in maintaining that interaction 

(Kim et al., 2006; Lyons, 2013). The amount and rate of information presented by the robot must 

conform with the user’s information processing capacities (Czaja et al., 2019; Eizicovits et al., 2018; 

Feingold-Polak et al., 2018) and relate to the environment, task, and robot (Lyons, 2013). Too little 

information may not be sufficient for reliable interaction with the elderly, whereas too much 

information can cause confusion and error (En & Lan, 2011; Grice, 1989; Lyons, 2013). A balance 

that ensures sufficient transparency that is not overwhelming, yet provides sufficient information is 

still lacking in the majority of AR designs, particularly in the eldercare domain (Allaban et al., 2020; 

Czaja et al., 2019).  

This challenge can be addressed by adapting levels of transparency (LoTs) into the interaction of 

users with ARs through user-centered feedback.  LoT is the degree of information provided to the 

user related to the state, reasoning process, and future (projected) plans of the system (Chen et al., 

2014). Defining suitable LoTs for an interaction requires factoring the necessary elements of 

interaction into the transparency model that ensures that information presented by the AR considers 

the differences and challenges in the cognitive processing capacities of older adults. This is to 

support these users in perceiving the elements in the interaction, comprehending these elements, and 

considering the potential implications of these elements in future actions (Chapter 3). 

1.1.3. Function allocation in the development of ARs to support older adults 

Function allocation is aimed to ensure that tasks (and subtasks) in the system are appropriately 

allocated to the human, robot, or both (Lee et al., 1992). Previous research examined the allocation 

of roles based on estimated capacities of the human and machine in a given situation to ensure 

effective human–machine interactions (Dekker et al., 2002). Some studies identified social roles for 

adaptive interaction of ARs with users (Allaban et al., 2020; Fiorini et al., 2019; Frennert et al., 2020; 
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Huber et al., 2014; Kachouie et al., 2017; Mitzner et al., 2014; Rossi et al., 2018; Smarr et al., 2012). 

However, these studies were mostly qualitative in nature. Various categories of users were 

interviewed regarding their perception on potential roles ARs could fill, while supporting them with 

18 activities of daily living. Studies with actual implementation and evaluation of these roles in 

utilitarian tasks in the home considering the basic stages of function allocation are very limited. 

This thesis addresses the above gap by identifying functions involved in the interaction for specific 

tasks – at different stages of the interaction. These functions are then allocated in roles matching 

current capabilities of the ARs and the older adults. This provides a structure to preserve the autonomy 

of the users in the interaction as the ARs support them in their daily activities (Chapter 4).  

1.1.4. Autonomy in the interaction 

The preference of most older adults is to maintain a certain level of autonomy as they perform their 

daily living tasks (Smarr et al., 2012). This independence in living is a pertinent factor to consider 

and should not diminish when introducing robotic assistance (Smarr et al., 2012). This is important 

to consider to avoid misinterpretation of user–robot roles in the interaction. Misinterpretation of roles 

could potentially result in a mismatch of expectations where there is a lack of fit between user 

expectations of the robot's role during caregiving and the robot’s actual performance (Doisy et al., 

2014; Flemisch et al., 2012). A mismatch could further lead to misuse – if the older adults over-rely 

on the robot or disuse it, or if they under-utilize it (Parasuraman et al., 1997). In an eldercare setting, 

such consequences can significantly degrade the quality of user–robot interactions.  

A strategy proposed in the literature to address this mismatch is through levels of automation (LOAs), 

which can be explained as the degree to which a robot would carry out certain functions in its defined 

role of assisting the user (Beer et al., 2014; Endsley et al., 1999). Previous studies have shown that 

the possibility of adjusting the robot’s involvement in these tasks can help facilitate their use (Kaber, 

2018). In the context of robot-assisted eldercare, it is important to accommodate the autonomy of 

different users and successfully manage a variety of situations and tasks without compromising the 

quality of the interaction (Flemisch et al., 2012). This thesis proposes level of automation models 

suitable for ARs supporting older adults in specific utilitarian tasks. These models were tested under 

different conditions to evaluate their suitability and influence in the interactions (Chapter 4). 

1.1.5. Integrating transparency and autonomy to improve engagement in interaction  

It is imperative that older adults be sufficiently engaged physically, cognitively, and socially in 

agreement with the goals of active and successful aging (Rowe and Kahn 1987).Therefore, interacting 

with an AR should engage their physical and mental capacities so as not to cause boredom, which 

could lead to sedentariness and loss of skills connected with daily living due to prolonged inactivity 
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(Beer et al., 2014). A reliable design that will adequately engage older adults should meet their needs 

and preferences, while keeping them informed of the robot’s actions, capabilities, and limitations 

(Parasuraman et al., 2008). This is related to the degree of information provided to the users (LoTs) 

and their degree of involvement in the operation of the AR (LOAs). Appropriately combining these 

two variables in the interaction is a design challenge that has not been critically addressed in previous 

research, which may have partially or completely limited use of these ARs by the elderly. 

This thesis proposes a design framework that integrates developed level of transparency (LoT) 

models with level of automation (LOA) models. This helps to define the degree of assistance that the 

robot should provide for sufficient engagement with adequate feedback that ensures that an older user 

is always kept in the loop without an overload of information. The effect of this on the interaction of 

older adults with the robot was explored in different tasks and through various interaction variables 

to test the model (Chapter 5). Metrics to evaluate the LoT and LOA design combinations were also 

defined and evaluated through user studies, aiming to provide a holistic framework for evaluation. 

 Research objectives 

The main objectives of this research were to develop robotic applications and empirically evaluate: 

1. Level of transparency (LoT) models in ARs that support older adults. 

2. Level of automation (LOA) models in ARs that support older adults. 

3. A model to integrate LoT and LOA to improve the user–robot interaction for older adults. 

The research is implemented by developing and evaluating a set of test cases with older adults 

focusing on instrumental activities of daily living (IADLs). The specific use cases selected were: a 

person-following (PF) task with a mobile robot, aimed to accompany the older adult and carry items 

as it followed them; a table-setting (TS) task with a robotic manipulator to set eating utensils on a 

table in preparation for a meal; and a hazard perception (HP) task with a telepresence robot to 

perform a variety of observational tasks, while identifying hazards in the home. Additional use cases 

were performed as part of parallel studies and included a table-clearing task with the same robot 

manipulator as the TS and a physical training task with humanoid robots. The commonality in all 

use cases was the application of the LoT-LOA model. 

 Research contributions and innovation 

This thesis advances interaction design in ARs that support older adults, focusing on aspects related 

to transparency and feedback design (LoT), function allocation and LOA design, and their integration. 

To accomplish this, real robotic implementations were developed and evaluated empirically in three 

use cases that provided the ability to look at the integration of LoT and LOA beyond one specific use 

case and identify commonalities and needs of older adults in ARs. Innovations are: 

• Implementing an LoT model for assistive robots (ARs) that support older adults 
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• Developing a LOA model for ARs that support older adults 

• Integrating LoT and LOA models in ARs that support older adults 

• Identifying commonalities and generalities across use cases and tasks with ARs that support 

older adults 

Test cases that included three different robots and tasks were specially developed, and user studies 

were performed with a total of 73 older adults aged 62–91 (M=78, SD=5.8).  

1.3.1. Automation transparency for ARs interacting with older adults 

Some studies have evaluated feedback modes for ARs supporting older adults in the areas of physical 

support (Fischinger et al., 2016; Gross et al., 2017), rehabilitation (Ye et al., 2012), social interaction 

(Goetze et al., 2012; Rehrl et al., 2012), cognitive support (Góngora et al., 2019; Gross et al., 2017), 

safety monitoring (Hall et al., 2019; Kuo et al., 2013), information support (Woo et al., 2012), 

emergency services (Goetze et al., 2012; Rehrl et al., 2012), and rehabilitation (Ye et al., 2012). 

Specific applications include table setting and meal assistance (Markfeld et al., 2019; Ms et al., 2012), 

and physical exercise motivation and training (Avioz-Sarig et al., 2020; Fasola et al., 2013). However, 

none of these studies evaluated transparency-related feedback content in relation to other feedback 

aspects such as the mode and timing of the feedback.  

This thesis contributes to the existing body of knowledge by: 

• Developing and evaluating user-centered feedback considering feedback content, modalities, 

and timing options to enhance automation transparency in different robotic platforms, tasks, 

and scenarios supporting older adults. 

• Adopting a suitable model of automation transparency in ARs supporting older adults that 

accommodates the differences and challenges peculiar to the population. 

• Identifying different levels of transparency (LoTs) applicable for older adults’ interaction with 

ARs to ensure adequate situation awareness without confusion. 

• Implementing the required transparency in different robotic setups, tasks, and situations that 

matches the needs of the users. 

1.3.2. Developing LOA models suited for robot-assisted tasks to support older adults 

LOA models and their evaluation have been implemented with expert and non-expert users in many 

test cases for different tasks including avionics (Parasuraman, 2000), computer-based control tasks 

(Endsley et al., 1999), automated driving and simulations (Endsley et al., 1995), manufacturing 

(Draper, 1995), unmanned aerial vehicle control (Hocraffer et al., 2017), agriculture (Berenstein et 

al., 2017), underseas teleoperation (Sheridan, 1992), rehabilitation (Jipp, 2014),  and various forms 

of simulations (Kaber et al., 2000). While there are rare LOA models incorporated in robots for older 
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adults, and some form of automation change has been implemented in some rehabilitation devices 

(Jipp, 2014; Soyama et al., 2004), to the best of our knowledge, LOA models suited for elder care 

tasks have not been critically evaluated. As aforementioned, older adults’ preferences must be taken 

into account, along with their varying characteristics. It is important to create engagement with 

minimal workload and a user-friendly awareness of robot operations without information overload. 

Autonomy of elderly users is also expected to be considered in the automation for carrying out daily 

chores and hobbies, while adequately addressing the necessary ethical concerns (Allaban et al., 2020). 

Evaluating developed LOA models should be addressed. This thesis contributes by: 

• Identifying specific functions in the interaction based on an established function allocation 

model to define the roles of the robots and older adults in selected utilitarian tasks. These 

functions are allocated based on estimated capacities of the user and robot in a given situation 

to ensure coordination and collaboration between the human and automation of the robot. 

• Developing models that consider preferences, peculiarities, and autonomy of older adult users 

• Implementing these models in three different assistive robot tasks to support older adults. 

• Evaluation of these models through user studies to test their robustness, reliability, and 

usability in different situations. 

1.3.3. Integrating LoT and LOA models  

Examining how levels of transparency (LoTs) and automation (LOAs) affect interaction design 

considerations for robots supporting older adults in everyday tasks is critical in promoting successful 

interaction and acceptance of these ARs. This has not been examined previously in research focusing 

on ARs supporting older adults. Recommendations regarding the importance of designing autonomy 

into robots, along with defined levels of transparency have been made (Hellström et al., 2018; Kim 

et al., 2006; Wortham, 2020; Wortham et al., 2017). However, no model has been developed that 

integrates the AR automation with the specific levels of transparency and evaluated the effects in user 

studies. Thus, this thesis contributes by:  

• Developing a model for integrating LoTs and LOAs to match the preferences and expectations 

of older adults.  

• Implementing the model in distinctive test cases developed to identify commonalities that 

extend beyond specific robot and task conditions 

• Defining metrics to evaluate LoT and LOA designs that combine objective and subjective 

metrics to provide a framework for evaluating the interactions. Evaluation frameworks are 

desperately needed for HRI evaluations. 

• Providing insights and recommendations for interaction design considerations in ARs focused 

on elder care. 
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 Thesis structure 

The thesis is structured as follows: Chapter 2 provides the methodology detailing the framework 

elements, theoretical framework, design, and development. It also includes an overview of the 

experiments, test cases, and participants. Chapters 3–5 detail each of the framework modules, the 

designs made, and experimental evaluations of the designs. Each chapter is independent, providing 

an overview, methods, results, and conclusions for each module developed to achieve the objectives. 

Chapter 6 gives a summary of the results from the publications that constitute the different stages of 

the research. Chapter 7 presents a general discussion on the main aspects investigated. Finally, 

Chapter 8 presents the main conclusions from each module development and provides 

recommendations for interaction design ARs supporting older adults, as well as for future work.  
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Chapter 2: Methodology 
 Framework elements 

The section presents the component elements in the overall interaction of the older adults with the 

AR (Figure 1). The research connected with LoTs included sequential and parallel studies to yield 

suitable feedback parameters to facilitate automation transparency. The research involving LOAs 

spans across studies to define the roles and functions of the ARs as they support the test population. 

These were carried out by designing and assigning different LOA modes applicable to ARs 

supporting older adults, while ensuring adequate transparency (LoTs) through various feedback 

modalities. The factors that contribute to interaction quality as older adults interact with the ARs were 

also evaluated: human variables (such as peculiarities of the older population), robot variables (such 

as differences in robot types), task variables (such as various activities of daily living), and 

environmental variables (such as characteristics of the physical environment). These factors were 

assessed through user studies involving various platforms, use case scenarios, and setups.  

 

Figure 1: Interaction design framework for the various interaction design modules 
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LoT defines the content of this information to and from the user.  LOA delineates the role and actions 

expected of the robot in the interaction. This requires information exchange between the robot and 

the user in the form of instructions and feedback. These elements are put together through an interface 

that is modelled as a shared task interface. The details of the elements involved in the design of the 

LoT models, LOA models, and the integrated model are presented as follows: 

2.1.1. User-centered feedback to evaluate elements for the LoT and LOA modes 

The necessary elements for the feedback through which the user would interact with the AR were 

collected through a coactive design perspective. It involved preliminary discussions with older people 

on their expectations about a robot in the context of person-following. This aligned the thoughts of 

the potential users and designers into the same conceptual design zone, ensuring that the robot 

performance was tuned to meet the users’ expectations. The highlights of these preliminary 

discussions bordered on the overarching goals of the robot such as what the robot does, why, and 

how. This laid the foundation for the incorporation of the model of transparency and automation in 

the subsequent studies. 

Preliminary experiments were then conducted to explore feasible feedback design options in different 

conditions for person-following and table-setting tasks (Olatunji et al., 2019; Olatunji et al., 2018). 

These preliminary experiments provided some environment-related preferences, constraints, and 

context that provided inputs for the user-centered feedback design studies. These studies were a set 

of sequential user studies conducted with older adults to evaluate the preferred: 

• Level of robot transparency and the desired content for the feedback. 

• Mode of feedback.  

• Timing of feedback. 

Other studies through which these feedback design parameters were assessed included interaction 

with an AR in a physical training task (Avioz-Sarig, 2019; Avioz-Sarig et al., 2020), a table-setting 

task (Markfeld, 2020; Markfeld et al., 2019), a table clearing task (Gutman, 2020; Gutman et al., 

2020), and a telecare task (Markfeld et al., 2020). These studies were performed in parallel to this 

thesis. Insights from them highlight the merits of voice feedback combined with visual feedback as 

the preferred feedback mode where applicable. The studies also pointed to the effectiveness of 

continuous feedback over discrete feedback to keep users constantly aware of the state of the 

interaction. The outcome of these studies regarding various feedback parameters evaluated in 

different contexts and situations provided some inputs used in the design guidelines for the integration 

of LoTs with LOAs in the interaction design. 

 

 



10 
 

2.1.2. Design of the LoT Modes 

The aim of the LoT design was to provide as much information as needed to the user at every point 

in time without overloading them. The design is modelled using the Situation Awareness-based 

Transparency model (SAT) with the following levels (Chen et al., 2014): Purpose and perception – 

the LoT which provides information on the current state of environment, task, robot, human, or 

interaction; Comprehension and reasoning – the LoT that defines how the state of the environment, 

task, robot, human, or interaction may affect the users’ interaction with the robot; and Projection and 

prediction – the LoT that gives information on the next state in the interaction based on the present 

status and other intervening factors. During the interaction, the following five information classes 

were provided to the user: 

1. Task-related information: information from the robot to the user regarding its state or its 

actions, as connected with the task at hand. It includes details of the task such as time required 

for completion, constraints connected to the task, demands and dependencies in the task, 

requirements for the task, and progress in the task (Chen et al., 2014; Endsley, 1995; Hoffman, 

2019b). 

2. Environment-related information: the type of environment (e.g., indoors, outdoors, corridor, 

open space), conditions prevalent in the environment (e.g., illumination conditions, clutter, 

obstacles, weather conditions), environmental constraints, and safety-related environmental 

information (Adamides et al., 2017; Honig et al., 2018; Lyons, 2013; Wachs et al., 2007). 

3. Robot-related information: information pertaining to the operation and behaviour of the robot 

i.e., the degree of reliability of the robot, principles underlying its decision making and all 

other tasks (e.g., information on how to use a specific feature of the robot or on the battery 

charge level of the robot) (Jevtić et al., 2015; Theodorou et al., 2017). 

4. Human-related information: the human’s physical condition (e.g., heart rate, tiredness), 

cognitive state (e.g., engrossed, confused), emotional state or mood (e.g., happiness, fear). It 

also includes information regarding the workload or stress the human is experiencing (Inagaki, 

2008). 

5. Interaction-related information: details of the human and robot’s roles in the interaction, 

shared awareness, and dynamics of the teamwork (Inagaki, 2008). It entails information of 

how subtasks are allocated as the roles in the LOA condition being used and how each role 

will be executed. 

Research on users’ LoT preferences regarding the four classes of information (task, environment, 

robot, human) revealed that older adults preferred the purpose and perception transparency level for 

these different classes  (Olatunji et al., 2020). Most older adults wanted the robot to be current and 

immediate, providing only status information. In some situations, they asked for a higher level of 
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transparency to know why the robot took certain actions (comprehension and reasoning). In fewer 

cases, out of curiosity, they asked to know what the robot planned to do next (projection and 

prediction). Based on Theodorou et al. (2017), and also our study conducted regarding transparency 

in feedback (Olatunji et al., 2020), the amount of information for each class of information was 

designed into the LoT modes set as follows (Figure 2):  

• Low LoT mode: the robot presents status information regarding environment, task, robot, and 

user. It also presents additional information to support the interaction in certain cases (e.g., if 

something is not functioning as expected). 

• High LoT mode: the robot presents status information regarding environment, projects the 

next stage in the task, gives reasons for its actions, and presents how information about the 

user could affect its actions and the future state of the interaction. 

 
Figure 2: The LoT conditions developed for the experimental test cases. These are described in terms 
of the class and amount of information the AR provides. In the High LoT, the AR provides more 
predictions about all classes of information. In the Low LoT, only basic status information is given. 
 

2.1.3 Design of the LOA Modes 

 A major consideration in designing the LOA mode was to keep the older adult involved in the task 

while controlling the robot. The LOA design can be modelled by the four stages of information 

processing (Parasuraman et al., 2000) denoted as the OODA loop (Brehmer, 2005): acquiring 

information (Observe), processing information (Orient), making decisions (Decide), and taking 

action (Act): acquiring information involves gathering it before performing the task, processing 

information requires generating options for performing the task, making decisions entails identifying 

which of the options to select in performing the task, and taking action encompasses all steps 

associated with the decision made. 

Four levels of automation were carefully weighed based on human–automation system design 

guidelines and recommendations (Beer et al., 2014): Robot alone, in which the robot performs all 
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actions without any form of human involvement; Robot-Oriented Semi-Autonomy (MBE), in which 

the robot implements actions unless the user objects, and informs the user of the implemented action 

following its execution; Human-Oriented Semi-Autonomy (MBC), in which the user must explicitly 

agree to suggested actions before they are performed by the robot; and Human alone, in which the 

robot is not involved in any part of the task. The human performs all actions.  

To encompass the four levels at different phases of the OODA loop, two LOA modes were designed 

to ensure: a) that the human is always kept in the loop, regardless of the automation level, and b) that 

the robot always helps the human, but as little as possible, so human skills are maintained and 

sedentary behaviour is avoided. The specific LOA combinations within the OODA loop components 

define the following two tested LOA modes (see Figure 3). 

• Low LOA mode: the robot minimally assists the human in acquiring information related to 

the task by presenting information through the applicable interface. The robot also assists in 

information processing by providing options through which the task could be performed. The 

human must agree to the suggestions before the operation can continue. The human then solely 

makes the decision regarding what should be done, while the robot assists in the execution of 

the actions. 

• High LOA mode: the robot is more involved than the human in acquiring information 

regarding details of the task. This information is fully processed by the robot. All decisions 

related to the task are made only by the robot. The robot executes the decision, but can be 

interrupted by the human. 

 

 

 

 

 

 

 

 

 

 
Figure 3:   LOA modes designed for older adults’ interaction with ARs.  The tested LOA modes are  
                 described as an Observe–Orient–Decide–Act (OODA) loop. In the High LOA mode,   
         decisions are made by the AR, and the human can overrule them upon execution. In the   
             Low LOA mode, the human makes the decision alone. 
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2.1.4 Integrating LoT and LOA 

A schematic model for integrating LoT and LOA settings in a user interface through which 

information quantity (LoTs) and robot involvement (LOAs) can be adjusted for the task proposed 

(see Figure 4).  

 

 
Figure 4: A schematic model for integrating LoTs and LOAs for interaction design of ARs for older 
adults. 

The model is adapted for each test case using a designated interface considering ecological interface 

design principles (Vicente et al., 1992). Significant interaction between LoTs and LOAs is expected, 

as lower levels of automation require more involvement of the user and more information (Olson et 

al., 2001). The feedback parameters through which the information exchange occurs is considered in 

the user interface design, as gathered through the user studies conducted (Section 2.1.1). 

 Experimental use cases and tasks 

Preliminary consultations were held with older adults (end-users) groups where possibilities for the 

assistive roles and functions of the robots were discussed. The older adults suggested various kinds 

of tasks they would like the robot to assist with. The thesis targeted utilitarian tasks for older adults. 

The outcome of these consultations was different preferences and expectations of the older adults 

regarding tasks the robot could support with. Tasks that could match the technological capabilities of 

the robots were then considered, along with feasible developments that could be made within the 

timeline for the research.  These led to the user cases and tasks selected which are presented as 

follows: 
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2.2.1. Person-following 

This task required the participant to walk a designated path to retrieve an item placed at a distance 

from them with a mobile AR following autonomously from behind. The participant was expected to 

place the item on the robot after retrieving it and return to the start position for each of the 

experimental conditions (Figure 5). 

 

 

Figure 5: Left, the person-following robot platform.  
     Right, the experimental setup with the robot following the user along a corridor. 

2.2.2. Hazard perception 

This task was to navigate a telepresence robot remotely located in a home-like setup (Figure 6). While 

navigating the robots to different parts of the home, the user was expected to carry out some subtasks 

related to hazard perception in the home such as checking if there were any fall-risk items lying on 

the floor along the way (e.g., a loose hanging cable on the floor). 

 
Figure 6: Left, Telepresence robotic platform used for the study.   

    Right, Home-like environment used for the study. 

2.2.3. Table-setting 

In the table-setting task, the user sat at a table where a robotic arm was located. The robotic arm 

placed on a table in front of the user a plate, fork, knife, and cup at specific positions in preparation 

for a meal (Figure 7). 
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Figure 7: Left, Table-setting robot platform and experimental setup.  

    Right, a participant instructing the robot via the screen to the left of the user. 

 Overview of experimental stages and studies 

The research was conducted in three main stages (Table 1), with different studies to evaluate the LoT, 

LOA, and LoT-LOA integrated models in different tasks using different robotic platforms as the older 

adults interacted with the ARs. The studies in each stage were performed sequentially such that 

findings in one study provided design inputs for the subsequent study. The older adults were recruited 

through snowball sampling, social networks and colleagues. They were mostly healthy adults with 

no major disability. Their educational, technical and occupational background as well as their general 

attitude to technology and robots are provided in the individual studies in each stage.   

Table 1: Main stages and studies 

 Stages Studies Independent 
variable(s) 

Use cases 
and tasks 

Robot 
platform 

Population Thesis 
chapter and 
reference 

Stage I  
LoT 
development  

Study 1 

Level of 
transparency 
and content of 
feedback 

Person-
following 

Pioneer LX 
robot 

45 older adults 
(aged 62–91, M=78, 
SD=5.8) 

Three 
(J1) Study 2 Mode of 

feedback 

Study 3 Timing of 
feedback 

Study 4 Implemented 
feedback 

Stage II 
LOA 
development 

 
Study 5 
 

LOA modes 
Hazard 
perception  

Modified 
Giraff 
telepresence 
robot 

4 older adults (aged 
66–71, M=68, 
SD=2.2) and 20 
young adults 

Four (C8, J2) 

Study 6 LOA modes and 
task complexity 

Stage III 
LoT-LOA 
integration 

Study 7 LoT and LOA 
modes 

Person-
following 
  
Table-
setting 

Pioneer LX 
robot  
 
KUKA robot 

24 older adults (aged 
62–85, (M=75.4, 
SD=5.8) 

Five 
(J3) 
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 Stages of the research 

2.4.1. Stage I – LoT Development 

The LoT design included four studies with 45 older adults (aged 62–91, M=78, SD=5.8) that provided 

a user-centered feedback design to ensure that the design focused on users’ needs and preferences. 

The first three studies explored the older adults’ preferences regarding feedback parameters (content 

of feedback, level of transparency, mode and timing of feedback) for a person-following robot. The 

preferred feedback parameters were then implemented and evaluated in a final experiment to evaluate 

the effectiveness of the design. The outcome of the studies provided LoT design elements which were 

used in the integration of LoTs with LOAs in Stage III. 

2.4.2. Stage II – LOA Development 

This stage focused on developing the LOA modes and evaluating these modes in user studies. It 

consisted of two studies involving 4 older adults (1 female, 3 males), aged 66–71 (M=68, SD=2.2) 

and 20 younger adults (7 females, 13 males) who participated as potential caregivers. Two LOA 

modes were developed and implemented in a telepresence robot. The first study was for usability 

testing aimed to evaluate these LOA modes in a telepresence robot controlled by the older adults. 

Participants navigated the robot to locations in the home, e.g., to check if the front door was closed. 

The second user study which involved a similar task further tested the LOA modes at different levels 

of task complexity. The outcome of the study revealed usability potentials of the LOA modes 

implemented, as well as insights for further evaluation of the integration of LoTs and LOAs in Stage 

III. 

2.4.3. Stage III – LoT-LOA Integration 

This stage drew insights from Stages I and II in the integration of LoTs and LOAs to match the 

preferences and expectations of the study population. The aim was to examine whether there were 

commonalities in LoT and LOA design implementations beyond a specific robot and task conditions. 

Metrics were also defined to evaluate LoT and LOA design combinations. The integrated design was 

tested in two distinctive test cases (a person-following task with a mobile robot and a table-setting 

task with a robot manipulator) with 24 older adults (14 females, 10 males); aged 62–85 (M=75.4, 

SD=5.8). The study revealed the importance of integrating LoTs with LOAs in the design of ARs 

supporting older adults. It provided evidence for the feasibility and viability of the interaction design 

in ARs, and yielded design guidelines for designs in ARs for older adults. It also revealed the potential 

of using the defined metrics for further assessment of other HRI-related studies. 

 Metrics for interaction design  

The metrics defined to evaluate the integrated model included objective and subjective assessments 

of engagement, fluency, comfortability, understanding, and trust as detailed below: 
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Engagement captures the details involved in initiating a connection between the human and the robot, 

maintaining that connection, and regulating it till the end of the interaction (Robins et al., 2005). 

Objective metrics include gaze duration of the users as they focus on the robot or graphical user 

interface (GUI) of the robot and the number of user-initiated voice and gesture responses in the 

interaction. Subjective metrics are assessed through questionnaires related to the attention given to 

the robot or GUI (using adaptations from the engagement perception for social robots, and attention 

dimension in Corrigan et al. (2016)).  

Fluency is the coordination of the shared task between the human and the robot for successful 

synchronization of plans and actions (Hoffman, 2019a). It can be measured objectively through task 

duration of concurrent activity, human and robot idle time, or functional delay in the interaction.  

Subjective metrics are assessed through questionnaires on the timing of the robot’s actions and 

feedback during the interaction (a subset of the Human–Robot Fluency Scale in Hoffman (2019a).  

Understanding is the accurate comprehension of details of the interaction to promote a successful 

interaction of the human with the robot (Hellström et al., 2018). It can be measured objectively 

through the number of clarifications made by the participant to the experimenter regarding the 

information the robot is providing. Another objective metric is the participant’s reaction time while 

interacting with the robot. Subjective metrics are assessed through questionnaires on the 

comprehension of the robot’s actions, and information it provides during the interaction 

[understanding dimension of the Situation Awareness Rating Technique in Taylor (2017)]. 

Comfortability is the extent to which the human experiences ease, absence of stress, or pain or other 

forms of discomfort resulting from the interaction with the robot (Wang et al., 2019). It can be 

measured objectively through physiological signals connected with stress, fatigue, or relaxation such 

as heart rate difference measurements. Eye movements (Wang et al., 2019) observed in gaze shifting 

to monitor the robot’s actions during the interaction can also indicate some degree of discomfort or 

lack of ease. Subjective metrics are assessed through questionnaires that relate to the ease of 

interaction with the robot, and the extent of stress experienced during the interaction [a subset of the 

Robotic Social Attributes Scale Carpinella et al. (2017)]. 

Trust is the disposition to rely upon the abilities or capabilities of the robot based on a certain degree 

of satisfaction in the level of performance (Xu et al., 2016). It can be measured objectively in terms 

of proximity to the robot and in other actions reflecting degrees of dependence on the robot.  

Subjective metrics are assessed by questionnaires that relate to the extent of dependence on the robot 

and perceptions of mistakes the robot makes  [a subset of the Human–Robot Trust Scale (Schaefer, 

2013)]. 
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Chapter 3: Level of transparency in interaction design 
 

Published in: Olatunji, S., Oron-Gilad, T., Sarne-Fleischmann, V., Edan, Y. 2020. User-centered 

feedback design in person-following robots for older adults. Paladyn, Journal of Behavioral 

Robotics, 11(1), 86-103. 

 

See following pages for journal publication. 
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Chapter 4: Level of automation models - development and 
evaluation 
Part A 

Published in: Olatunji, S., Potenza, A., Oron-Gilad, T., Kiselev, A., Loutfi, A., Edan, Y. 2020. 

Usability testing for the operation of a mobile robotic telepresence system by older adults. In 

Proceedings of the 64th International Annual Meeting of the Human Factors and Ergonomics 

Society, October 5-9. 

 

Part B 

Submitted as: Olatunji, S., Potenza, A., Oron-Gilad, T., Kiselev, A., Loutfi, A., Edan, Y. 

Levels of automation for a mobile robot tele-operated by a caregiver. ACM Transactions on 

Human-Robot Interaction (submitted July 2020, minor revision submitted March 2021).  

 

See following pages for publications. 
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Chapter 5: Interaction design using levels of automation 
and transparency 
Olatunji, S., Oron-Gilad, T., Markfeld, N., Gutman, D., Sarne-Fleischmann, V., Edan, Y. 

Levels of automation and transparency: interaction design considerations in socially assistive 

robots for older adults. IEEE Transactions on Human-Machine Systems (Accepted July 2021). 
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Chapter 6: Summary of results 
The research went through three main stages to develop and empirically evaluate LoT, LOA, 

and LoT-LOA integrated models in different use cases using different robotic platforms as 

older adults interacted with the ARs. The study outcomes and how they interrelate to achieve 

the overarching thesis aims are summarized in Table 2 and detailed in the following sections. 

 

Table 2: Summary of outcomes for the different research stages 

 Stages Studies Independent 
variable(s) 

Task Robot platform Outcomes for design 

Stage I  
LoT 
development 
(Chapter 3)  

Study 1 

Level of 
transparency 
and content of 
feedback 

Person-
following 

Pioneer LX 
robot 

Focus on what the robot 
is doing 
Feedback should include 
friendly content. 

Study 2 Mode of 
feedback 

Use of a human voice at 
a slow pace 

Study 3 Timing of 
feedback 

Continuous feedback at 
short intervals 

Study 4 Implemented 
feedback 

Good feedback design 
improves user 
engagement, trust, and 
understanding. 

Stage II 
LOA 
development 
(Chapter 4) 

 
Study 5 
 

LOA modes 

Hazard 
perception  

Modified Giraff 
telepresence 
robot 

Lower LOA mode 
promotes more active 
control of the robot by 
the older adult. 

Study 6 LOA modes and 
task complexity 

Significant interactions 
between the LOA modes 
and level of complexity 
of the task 

Stage III 
LoT-LOA 
integration 
(Chapter 5) 

Study 7 LoT and LOA 
modes 

Person-
following and 
table-setting 

Pioneer LX 
robot and 
KUKA robot 

There are LoT–LOA 
significant interaction 
effects using the 
aggregated metric.  
Combination of high 
LoT and low LOA 
increases engagement. 

 

 Summary of LoT Development – Stage I  

Results from Study 1 which focused on identifying the preferred level of transparency and 

content of feedback revealed that older adults preferred Level 1 LoT, i.e., information on what 

the robot is currently doing. Regarding the feedback content, the preference was to have 

information on the actions of the robot and some form of friendly content. This includes specific 

information such as “starting”, “following”, “stopping”, and greetings from the robot. Study 2, 

which focused on identifying the preferred mode of feedback, revealed that voice feedback was 
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preferred by the older adults over other forms of feedback. Good comprehension of the voice 

was facilitated by: a) a human voice and not a computer-simulated voice; b) a good audible 

female voice with a speech rate of less than 140 wpm; and c) adequate pauses at grammatical 

boundaries. Study 3, which focused on the timing of feedback revealed that continuous 

feedback was more effective, with preference for an interval of 5 seconds for a person-following 

robot that was behind the user. Study 4 evaluated the effect of the feedback design parameters 

on various aspects of the interaction. Results revealed that good feedback design significantly 

and positively influenced users’ engagement, understanding, and trust of the robot. The 

outcome of these studies provided the design elements for the LoT model in Stage III.  It also 

revealed the merits of a user-centered feedback design in assistive robotic developments to 

convey the required LoT which matches the perceptual demands of the target users.     

 Summary of LOA Development – Stage II 

Results from Study 5, which was focused on evaluating the developed LOA modes with older 

adults, revealed that older adults were able to control the robot effectively in both LOA modes. 

They particularly enjoyed the dexterity with which the robot could be teleoperated in the lower 

LOA mode. The objective performance results showed that they were able to complete the 

subtasks given successfully in both LOA modes. Through the discussions with them at the end 

of the experiments, it was deduced that they enjoyed the operation at the high LOA mode in 

which the robot navigated autonomously towards the locations the user indicated. The 

usability, preference, and objective findings raised awareness towards areas of improvement 

in the LOA design that were useful insights for Stage III of the research. Evaluation of the LOA 

modes at different levels of complexity with younger adults in Study 6 revealed significant 

interactions between the LOA modes and level of complexity of the task. Results revealed that 

performance improved at high LOAs when task complexity was low. However, when task 

complexity increased, lower LOAs improved performance, perhaps because situation 

awareness and user involvement were higher, as observed in the results for workload and 

situation awareness. On the whole, the studies in this stage aided the characterization of the 

LOA modes developed which is helpful for implementation in other HRI contexts. The studies 

also yielded valuable insights into the critical aspects of the LOA design which should be 

incorporated in end-user interfaces to enhance the user experience and performance.  
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 Summary of LoT-LOA Integration – Stage III 

Results revealed the importance of integrating LoTs with LOAs in the design of ARs supporting 

older adults. The LoT–LOA integration as proposed was successfully implemented and tested 

in two test cases, providing evidence for the feasibility and viability of the design in ARs. LoT-

LOA interaction effects were found in the test cases for the aggregated metric of interaction 

quality consisting of engagement, fluency, understanding, comfortability, and trust. The 

combination of high LoT and low LOA was also found to increase engagement in both test 

cases, which addressed the major challenge in Stage III. The significant results observed 

through the metrics proposed for evaluation of the LoT-LOA design revealed the potential of 

using these defined metrics for further assessment and benchmarking interaction quality of 

other HRI-related studies. This third stage, thus, coalesced the initial two stages of the research 

into an interaction design that prioritizes automation transparency and autonomy preferences 

in the design considerations.  It contributed integral components into the interaction design 

guidelines presented in the concluding chapter for LOA–LoT designs in ARs that support older 

adults. 
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Chapter 7: General Discussion 
This research focused on the interaction design of assistive robots that support older adults in 

utilitarian tasks related to levels of transparency, levels of automation, and their integration. 

The insights from the research are discussed along with recommendations.  

 Perception and preferences of the older adults 

The perceptions of the older participants before and after the interaction with ARs were based 

on their responses to the Technology Adoption Propensity (TAP) index (Ratchford et al., 2012) 

and the Negative Attitude toward Robots Scale (NARS) (Syrdal et al., 2009) and are discussed 

as predispositions and post-interaction perceptions, respectively. In all the studies, older adult 

participants were generally confident to interact with the robots. This was seen in their 

willingness to participate in all the experiments after the explanations were given to them. This 

could have stemmed from the positive attitude most of them had towards technology, as seen 

in the TAP results, where most participants’ responses reflected confidence in learning new 

technologies, trust in technology, and affirmation of the control and flexibility that the robots 

could provide them. This affirms previous findings (Chatterjee, 2021; Svendsen et al., 2013; 

Wu et al., 2017) which demonstrated that the initial positive attitude of users, such as openness 

to technology, is significantly correlated with willingness to interact with such technology.  

Some of the participants had some form of negative perceptions for relying too much on the 

robot, even before the interaction, as seen in the NARS results. These opinions could have 

emanated from previous exposure to the shortfalls of overdependence on robots portrayed in 

the media in general (MacDorman et al., 2009) and through science fiction in books and movies 

(Soltan, 2019). In general, such negative affect can influence interactions with the robot, as 

noted before (Bishop et al., 2019). However, post-interaction questionnaire responses from the 

participants regarding their perception of the robot after the interaction revealed a sense of 

satisfaction contrary to the initial disposition beforehand. This confirms the predictions made 

by Nomura et al. (2004) regarding dissonance that may occur between perceptions before and 

after an interaction, owing to actual interaction with a real robot. This seemed to work out in 

the positive sense in the studies conducted in this research, as further revealed in the responses 

of the participants regarding willingness to interact with ARs on future occasions.  

Age and gender significantly influenced the interactions with the AR. This was more evident 

during the feedback development phase where particular observations and outcomes were seen 

in certain age groups and by gender. For example, regarding engagement, the trend was that 
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the oldest participants tended to be more engaged with the robot compared to their younger 

counterparts, as seen in the gaze duration analyses. This could be connected with the novelty 

effect where a larger percentage of the younger old adults may have been more familiar with 

some form of related technologies compared to the oldest participants (Zafrani et al., 2019). 

This could inspire more attraction to the robot, and thus engage them more. These findings are 

in line with  previous findings (Bishop et al., 2019), where it was shown that familiarity with 

related technology negatively correlated with the intention to interact with a robot. There were 

also age-group differences with regard to understanding and trust, as seen in the results 

(Chapter 3, Section 7.2.7). Even though the user-centered design perspective aimed to satisfy 

the needs and expectations of different age groups, some of these differences point to areas 

where further investigation should be made for improvements.   

Gender was found in previous studies to have a significant influence on the interaction with a 

robot (Heerink, 2011). This was confirmed, particularly in the first stage of the research where 

female participants tended to be more engaged with the robot than the males and seemed to ask 

more questions to clarify their understanding of the robot better. Female participants also 

seemed to trust the robot more, as seen in the time they waited for the robot (see Chapter 3, 

Section 7.2.7). They seemed to trust that the robot would perform correctly even when it 

delayed or lost track. Even though Heerink (2011) and de Graff et al. (2013) associated anxiety 

with female interaction with a robot, the current study agrees with earlier findings by Shibata 

et al. (2009) which found that females are more comfortable around robots. This could 

potentially influence trust positively. Several reasons could be responsible for this disparity, 

which includes the context and type of robot. However, the reasons cannot fully be established 

from this study due to the limited sample. Still, it highlights the need to further explore the 

expectations and needs of the different genders such that the feedback design could be tuned 

to meet possible gender preferences. 

 Influence of Levels of Transparency 

Results revealed that the older adults preferred current and immediate information on what the 

robot was doing (LoT 1; what) over other levels of transparency (why, what is next). They 

were satisfied with the robot communicating just its current actions and status information 

without the need to present all information. They also seemed to trust that the robot would 

know how to handle itself if more information were available or if the state of matters would 

change, despite their initial disposition to the robot as revealed in the NARS index. This agrees 

with the discussions in Wortham et al. (2017), who hypothesized that users may prefer less 
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information based on the degree of trust they have developed in the system. The older adults’ 

preference concurs with the design principles for transparency outlined in Lyons (2013), where 

designers were cautioned regarding providing too much information to users. It was 

emphasized that if such information exceeded the preferences and needs of the users, it could 

create frustration and/or confusion. It also agrees with previous findings (Doisy et al., 2014) 

which noted that providing too much information resulted in an information overload and 

decreased users' performance. 

During the experiments, participants were asked to suggest additional information that they 

would like the robot to provide. This was to make room for participants’ preferences on other 

aspects of transparency relating to the robot (such as information on how the robot makes its 

decisions) and environment (such as information on constraints and safety-related cautions). 

Care was taken to avoid overloading the participants with too many transparency options. 

Therefore, transparency models connected with teamwork (information on the role of the robot 

and human in task performance) and human state (information regarding physical, emotional, 

or stress state of the participant) were not mentioned. Participants’ responses regarding specific 

content they would like indicated revealed that they were interested in task-related transparency 

information (such as “following” and “stopping” in the person-following experiment, “starting 

to set the table” in the table-setting task, and “locating the room to navigate to” in the 

telepresence task). Additionally, some participants wanted the robot to ask about their well-

being (“greetings”, “How are you?”). These are aspects of the human-related model of 

transparency that participants provided without being directly asked. This supports the 

significance of "thinking aloud” sessions recommended in user-centered system design (Fong 

et al., 2001). The preference for greetings also supports the finding of Sabelli et al. (2011). 

Some of these preferences were incorporated in the integration design performed in Study 3. 

There was an interesting contrast in the LoT demands of younger and older adults. In a previous 

user study (Sanders et al., 2014), in which younger adults (aged 18–22) participated to examine 

the effect of transparency and feedback modality on trust, they preferred higher LoTs. This 

may not only have been an age-related trust issue, but may also relate to the robot’s 

embodiment. In that study, the robot was simulated on a computer desktop and not physically 

present, as in the current studies. This suggests that interacting with a physical robot and 

observing its performance may have a stronger effect on users’ trust, and affect the amount of 

information (LoT) the user may prefer the robot to provide. This may also highlight that older 
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adults’ needs are specific, as they are aware of their physical and cognitive deficiencies (such 

as having slower reactions than when they were younger). 

The population addressed in Studies 1–3 of Stage I may be unique in their LoT demands, but 

we cannot assure this claim. To some degree, participants were part of a convenience sample, 

and the requirement to come to the lab may have even further separated them from other older 

adults, as our participants were generally positive towards technology and motivated to come 

to the university for the experiments. To establish a stronger mapping between the preferences 

in this study and that of a wider population of older adults, more extensive studies are 

recommended, as suggested by Mutlu and colleagues (Porfirio et al., 2019). These further 

studies would assess the external validity of this outcome on a larger scale. Studies that 

examine the possible changes in users’ transparency demands, such as trust and comfortability 

adaptation for interacting with a robot, occur over longer periods of interaction. 

 Influence of Levels of Automation 

Results emanating from the test of the LOA modes across all the test cases indicate that the 

older adults were able to effectively accomplish the defined tasks using both LOA modes. This 

highlights the learnability and ease of use of these modes. In general, older adults particularly 

preferred to be more involved and active in all the test cases as they collaborated with the robot. 

They therefore indicated interest in the low LOA mode. Responses in the questionnaires and 

discussions reflected that they considered a low LOA as an invitation by the robot to collaborate 

on tasks, as opposed to a high LOA where they seemed to perceive the AR as more 

independent. However, further discussions with the participants also revealed that they could 

attend to more tasks concurrently if the robot was operating in the high LOA mode. This agrees 

with the literature on the possibility of increasing LOAs to extend users’ capabilities (Endsley, 

2017). Overall, it reveals the potential for older adult users utilizing the systems in alternative 

LOA modes to accomplish specific tasks or subtasks, which is one of the objectives of 

introducing alternative robot autonomy levels (Kaber & Endsley, 1997). 

The developed LOA modes were also evaluated with younger adults, who, in the role of 

caregivers, performed the telepresence tasks similarly to the older adults, but with different 

levels of complexity. The influence of the implemented LOA modes was observed between the 

different task complexity levels. Previous studies (Wickens et al., 2010; Onnasch et al., 2014), 

involving expert and non-expert users, revealed an overall improvement in performance with 

increasing automation for routine tasks. However, in tasks with more situational demands, 

critical decisions, and action implementation, performance declined with higher automation. 
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These findings can be associated with the situations introduced in Study 6 in which the higher 

LOA produced higher performance in the lower complexity (and less demanding) task. In the 

high complexity task, which demanded more critical decisions and actions and in which more 

automation failures occurred, the lower LOA yielded higher performance. An increase in 

workload was observed as the task complexity increased while using the high LOA mode. This 

may be related to the frustration experienced by the participants in the higher task complexity 

when the automation failed or did not perform as expected (as seen in the frustration dimension 

of the NASA-TLX).  

Switching between LOA modes was also evaluated in the telepresence task (in Study 6). In 

some of the situations where there were challenges in performing the task, participants 

switched to a lower automation level, perhaps to facilitate easier handling of some of these 

challenges as noted in Olatunji et al. (2019), where a lower LOA was found to better facilitate 

easier interaction. The switching, however, incurs some switch costs (Kaber, 2018; Wylie et 

al., 2000), which may have contributed to the reason why most of the participants did not switch 

when the task complexity was low. Consistent with previous findings that lower LOA tends to 

improve the SA of users (Endsley et al., 1995; Onnasch et al., 2014), in the low complexity 

task, the low LOA mode appeared to provide better situation awareness in terms of focus of 

attention and the information participants gained about the environment.  

These observations concur with the view of Kaber (2018), arguing that the outcome of LOA 

implementations may vary with different task demands, and advocating for the characterization 

of these LOA models in different tasks, contexts, and situations in order to collate the prevalent 

trends for model improvements. Therefore, we recommend that the evaluation of these LOA 

modes with different levels of complexity also be tested with older adults as extended usability 

studies in other test cases and environments. Future work should address more systematic 

situations where the robot is closer to its operational boundaries and likely to require more 

support from the user (interchangeable LOAs), as these are types of situations where dynamic 

changes can occur all the time (e.g., placement of objects, unidentified objects, etc.), especially 

in unstructured environments like homes. 

 Integration of LoT and LOA 

LoT-LOA interaction effects were found in the test cases for the aggregated metric, and 

particularly for engagement. Combining a high LoT (which provides more information) with 

a low LOA (which promotes higher engagement) improved the interaction. Previous research 
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has indicated that in high LOAs, users can become frustrated due to the lack of control they 

sometimes feel (Norman, 1994). More frustration can ensue if users are not aware of what is 

happening (Kim et al., 2006). Therefore, providing a higher degree of control (through a low 

LOA) and higher transparency (through a high LoT) can minimize these potential challenges 

when older adults interact with their ARs. This also corresponds with previous 

recommendations for enhanced interaction design that aim to improve the sense of control in 

the automation (Norman, 1994) and transparency in the robot’s actions (Kim et al., 2006). 

Combining high LoT with low LOA as a behaviour of the AR appealed more to the older adults 

as a companion supporting them rather than as a tool carrying out house chores in isolation. 

These results are in line with previous studies in which designs related to the LoT and LOA 

designs were investigated for similar tasks with young adults as participants (Gutman, 2020; 

Olatunji et al., 2018). However, it seemed that younger adults preferred the higher LOA mode 

irrespective of the LoT mode, while the older adults preferred the lower LOA that allowed 

them more engagement with the task. Further research should investigate more into this, and 

whether this pattern will change over time as older adults gain more familiarity with ARs. 

There were also task-related factors that influenced specific aspects of the interaction such as 

fluency, understanding, and comfortability. This could be because of the differences in 

workload demands of different tasks, feedback modality conditions, and also the position of 

the user relative to the robot. However, these claims cannot be affirmed since the study did not 

specifically set out to examine the interaction effect of these factors. It does highlight the 

significance of looking at other task-related factors such as the role of the robot in the task, the 

relevance of the task to the user, and the frequency of the interaction, as proposed in Honig et 

al. (2018). 

 Interaction design implications  

The satisfactory interaction of the older adult with the ARs in both cases using the implemented 

model met the expectations regarding the potential benefits of shared control and information 

sharing. This contributes to active physical and cognitive involvement which are important to 

encourage successful aging for older adults (Foster et al., 2015). The combination of objective 

and subjective elements used as metrics for the evaluation also forecasts their use as a standard 

in HRI evaluation. 

It is recommended to include an introductory session with the robot before the interaction to 

better prepare an older adult. The feedback design parameters and interfaces should include 

user-friendly initial introductions before the actual task implementation with the robot. The 
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user should also be given the option to skip this session if they are already familiar with the 

robot so that this introduction session does not induce boredom in the interaction. Such a 

session provides more familiarity with the robot as the participant spends some more time 

interacting with the robot (Šabanovic et al., 2013), and it also provides some basic training to 

ensure that the focus is on the specific study parameters. 
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Chapter 8: Conclusions 
 Take away messages 

Interaction design guidelines of ARs that support older adults related to LoTs and LOAs: 

• Ensure that the robot constantly provides sufficient information on what it is doing 

(LoT level 1) through a feedback mode that is applicable to the specific task at hand. 

• Operate the robot at a low LOA to keep the older adult more actively involved in the 

task. 

• Combine a low LOA with a high LoT to maintain older adults’ awareness of the robot’s 

operations without overloading them with information.  

• Adapt LoTs for the specific LOA to ensure that the robot’s actions match the older 

adults’ expectations. 

 Limitations 

The recommendations made in this thesis are based on three robotic test cases with three 

different types of robots and tasks; outcomes and recommendations may vary for other test 

cases.  

The older adults who participated in the user studies were mostly in the younger-old (65 to 74 

years) and old-old (75 to 84 years) groupings; therefore, results relate only to these age groups. 

Only some of the participants were in the group of the oldest-old (85 years and above). There 

may be some differences if the evaluations are performed with participants from other age 

groups. We expect that results would be amplified for the higher age groups. 

All the participants were mostly healthy older adults who were physically and cognitively fit. 

They came independently to the labs for experiments. Neither specific health status records or 

information regarding physical or mental needs were collected from individual participants. 

Thus, there may have been some changes in the procedure for the experiments if there had been 

physically or mentally challenged groups of older adults among the participants. Also, some of 

the design parameters that resulted as outcomes might differ if the evaluations were tailored 

for and carried out with participants with specific health needs. 

Only two main cultural perspectives were considered: Israeli and Swedish older adult 

populations. Different studies have shown that cultural values have a significant effect on 

perceptions of robots (Bartneck et al., 2005; Libin et al., 2008). Therefore, there is some 

possibility that there could be variations in the perceptions and preferences of the older adults 
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presented in this thesis if the models were evaluated with older adults with a different cultural 

background. 

Moreover, the evaluations were carried out for single task scenarios. The design was not 

evaluated in multiple task situations with other factors such as varying levels of complexity of 

these multi-task situations. This could bring more variations into the design settings and 

outcome, particularly in a more demanding task environment that may be prone to more 

uncertainties or limitations of the robotic system. Evaluation of the interaction design 

parameters was also carried out for relatively short periods of the experiments within well-

defined laboratory settings. Some outcomes may have been different if the context were in an 

actual home environment with the complexities of dynamic changes in that environment. 

 Future work 

Future work should assess the robustness of the LoT-LOA design for different tasks, robotic 

systems, and environmental factors, with consideration of a variety of human and interaction 

variables. This will constitute a framework for the assessment of the quality of interaction (QoI) 

of older adults with the ARs. The details of these different variables that could be assessed for 

the development of a holistic QoI framework are detailed as follows:  

Task variables: Evaluations should include other utilitarian tasks involved in eldercare such 

as other housekeeping tasks or tasks involving interaction with other environments such 

shopping. Tasks in other categories of daily living activities such as ADLs and EADLs should 

also be considered. This would further evaluate the feasibility of implementing the model in 

other tasks and highlight aspects where adjustments may need to be made to suit specific tasks. 

In addition, more investigation regarding other forms of task complexities and uncertainties 

that could occur in multi-task scenarios should be considered.    

Environment-related variables: Evaluations should be performed for extended periods of 

time in the homes of older adults to assess their preferences as the novelty effect wears off. 

This would constitute various environmental influences such as obstacles in the environment, 

noise challenges, illumination differences, space constraints, and other clutter considerations. 

It would also provide the opportunity to evaluate the system with considerations of other users 

or bystanders who also share the house.  

Robot-related variables: All the test cases were normal functioning robotic systems with 

fairly optimal performance in all the test cases and scenarios. The interaction design should, 

however, also be tested in situations of degraded performance, where malfunctions test the 
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applicability and relevance of the LoT-LOA integrated model. Further investigations should 

include other robotic platforms such as humanoid robots, mobile manipulators, and even a team 

of robots working together. These could raise other considerations that the scope of this work 

did not cover, but for which the outcome of the current research could provide a basis for 

advancement.   

Human-related variables: Further investigations with older adults should include the oldest-

old group and groups with varying physical or mental capacities and needs. This may involve 

some adjustment in the method for interaction with the AR as applicable for specific needs. It 

may also highlight certain aspects of the interaction, benefits, or shortfalls of the design for 

further improvement. Influence of gender and age category of the older adult users should also 

be further investigated in order to meet the specific needs of the different groups that make up 

the older adult population. Other differences resulting from cultural, professional, socio-

economic, and technical backgrounds should also be considered. 

Interaction-related: Model evaluation is recommended in users’ homes over extended periods 

of time to investigate interaction-related factors. These factors include persuasiveness without 

overriding the preferences and privacy of older adults; appropriateness of the interaction which 

incorporates social values such as respect, politeness, and responsibility; engagement, and 

disengagement for maintaining the interaction; and use and disuse along time.  

These are crucial factors that should be considered in future work to improve the robustness of 

the design and the development of a framework that considers most of the factors related to the 

assessment of the quality of interaction of older adults with ARs.  
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A. Ethical approval 
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B. General explanation for the experiment 

 

Human-Robot Interaction study 
 

The current experiment will take place in Ben-Gurion University and will study the interaction 
between humans and robots and will study the interaction between humans and robots. 
 
During the experiment you will be asked to perform a few tasks related to the robot. In some 
of the tasks, the robot's or the environment's parameters will be changed. In case you are 
asked to interact with the robot, please do so naturally. The robot has a safety mechanism so 
that it does not collide with you or harm you in any way.  
 
The identifying details of the participants are not saved. Each participant receives a unique 
number which is separated from the participant's personal details and all the questionnaires 
filled out will be handed over to the lead investigator in charge of the research and will be 
saved.  
 
If for any reason you feel uncomfortable, please stop the experiment and the experimenter will 
approach you immediately. At any time and at any stage you can, if you wish, discontinue your 
participation in the research. If you want the experiment to stop, you will be released from the 
experiment. 
 
If you wish to participate in this study with the robot, kindly fill in your name and contact details 
in the next page. 
 
 
For additional details please contact: 
Vardit Sarne-Fleischmann: sarne@post.bgu.ac.il 
Prof. Tal Oron-Gilad: orontal@bgu.ac.il 
Prof. Yael Edan: yael@bgu.ac.il 
 

  

mailto:orontal@bgu.ac.il
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C. Consent Form 

 

Consent Form 

Dear Subject, 

Please read the explanation for the experiment. If there are any questions, we will be happy to 

answer. During the experiment, you will be asked to give the robot directions to place objects 

in a certain arrangement. The experiment would be conducted in the intelligent robotics lab, 

Ben-Gurion University of the Negev. The experiment will last for 10 – 15 minutes. 

It is important to note that the experiment is anonymous. The identification details of the 

subjects are not kept. Each participant receives a subject number that is separated from the 

examinee’s specifications. All the questionnaires filled out will be handed over to the lead 

investigator who is in charge of the research and will retain its responsibility. 

If for any reason you feel uncomfortable, please stop the experiment by raising your hand or 

by verbal request. 

I, the undersigned*:  

First name and surname: 

 

 

ID: 

Phone number: 

 

 

Signature: 

 

 

*This statement is confidential and cannot be transferred or used for any purpose except for 

the purpose of this research. 

Date: ___________________ 

Experimenter’s Signature: 

Thank you for your participation in the research. 
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D. Software of Robots (open source codes on GitHub): 

https://github.com/BGUPioneer/mobile-robot/tree/master/people_follower/src 

https://github.com/users/samuelolatunji/projects/1 

 

E. Questionnaires 

https://github.com/BGUPioneer/mobile-robot/tree/master/people_follower/src
https://github.com/users/samuelolatunji/projects/1
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F. Raw data and results of data analyses: 

https://github.com/samuelolatunji/data_esr10_socrates 

 

https://github.com/samuelolatunji/data_esr10_socrates
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 תקציר

מהירה באוכלוסייה העולמית של מבוגרים ללא עליה תואמת במטפלים ואנשי מקצוע בתחום הבריאות צפויה הצמיחה 

יכול לגשר על פער זה של טיפול בקשישים על  (ARs) לאתגר חברתי מרכזי. השימוש ברובוטים מסייעיםלהפוך 

לאוכלוסייה זו כוללת אתגרי אינטראקציה  AR מבוגרים יותר בפעילויות החיים היומיומיות. הצגתאלו הידי סיוע ל

  :בשלושה שלבים ARs זו עוסקת באתגרים אלה עם תזהמובנים. 

מספקת שאינה השקיפות תשומת לב לכך שלטיפול בקשישים:  ARs -ר על פער שקיפות האוטומציה בגישו א. שלב

מוחצת, אך עדיין מספקת מידע מספיק למשתמשים להשלמת המשימות. הוגדרו ויושמו רמות שקיפות, שהוגדרו 

 .כמידת המידע שנמסר למשתמש

 

על ידי שמירה על שלבי הסתגלות עדפות לות יעדפ: מתן AR שמירה על אוטונומיה באינטראקציה עם ה . שלב ב

מסימות רמה מסוימת של אוטונומיה מבלי להקטין את הסיוע הרובוטי. רמות האוטומציה, המוגדרות כמידת ביצוע 

 .הרובוט, פותחו ויושמו על ידי הגדרת הקצאות פונקציותעל ידי 

 

ישיבה השתקעות בשילוב של שקיפות ואוטונומיה לשיפור המעורבות: שיתוף משתמשים למניעת שעמום,  ג. שלב

או אובדן כישורים עקב חוסר פעילות ממושכת תוך מתן מידע מספיק לביצוע משימות שלא יציפו או יבלבלו אותם. 

בוט אמור לספק לצורך כדי להגדיר את מידת הסיוע שהרו  LOA -ו LoT תוכננה מסגרת המשלבת את מודלי

 . מידעיתר של ללא עומס  תהליכיםמעורבות עם משוב הולם כדי להבטיח שהמשתמש יישאר ב

שלב שלישי זה של המחקר שילב את התובנות של שני השלבים הראשוניים כדי לייצר מודל עיצוב אינטראקציה 

 לקשישים.  חרים לטיפול בסיעודא ARs -המוערך באופן אמפירי עם הנחיות להתפתחויות והערכות נוספות ב

 

 ם העיקרייםם, ומתמקדת באתגריקשישילטיפול ב ARsעל ידי מקדמת את עיצוב האינטראקציה  התזה :סיכום 

שפותחו והוערכו מצביעים על כדאיות התכנון  LoT-LOA ואינטגרציה של LOA -ו LoT מודלים .אינטראקציהב

 ד עבור קשישים.בסיעואחרים לטיפול  ARs -ועל פוטנציאל ההטמעה ב
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 העבודה נעשתה בהנחיית

 

 

 פרופ' יעל אידן

 גלעד-פרופ' טל אורון

 מהמחלקה להנדסת תעשייה וניהול

 בפקולטה להנדסה

 

 

 

 בנגב  גוריון-אוניברסיטת בן
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:השלישי לגיל מסייעים רובוטים  

אוטומציה של משתנות לרמות האינטראקציה תיכון  
 

 מחקר לשם מילוי חלקי של הדרישות לקבלת תואר "דוקטור לפילוסופיה"

 

 

 

 מאת

 

 סמואל אולטונג'י

 

 

 

 גוריון בנגב-הוגש לסינאט אוניברסיטת בן

  

 אישור המנחים ___________________________________________________

 

 ______________קרייטמן __אישור דיקן בית הספר ללימודי מחקר מתקדמים ע"ש 

 

 ' ניסן תשפ"אכט 2021 אפריל 14

 באר שבע
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 רובוטים מסייעים לגיל השלישי:

 תיכון האינטראקציה לרמות משתנות של אוטומציה
 

 מחקר לשם מילוי חלקי של הדרישות לקבלת תואר "דוקטור לפילוסופיה"

 

 

 מאת

 

 

 

 סמואל אולטונג'י

 

 

 

גוריון בנגב-הוגש לסינאט אוניברסיטת בן  
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